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The Wave towards AGI by LLM



The Wave towards AGI by LLM

Credit by Nan Duan, MSRA A Survey of Large Language Models, 2023



The Programming of LLM: Prompt Engineering

Standard Prompting

Q: Natalia sold clips to 48 of her friends 
in April, and then she sold half as many 
clips in May. How many clips did Natalia 
sell altogether in April and May?
T: The answer is :

LM

72

Few-shot Prompting

Q: There are 3 cars in the parking lot 
and 2 more cars arrive. How many cars 
are in the parking lot?
A: The answer is 5.

......
Q: Natalia sold clips to 48 of her 
friends in April, and then she sold half 
as many clips in May. How many clips 
did Natalia sell altogether in April and 
May?
A: The answer is :

LM

72

T

Q: There are 3 cars in the parking lot 
and 2 more cars arrive. How many cars 
are in the parking lot?
C: There are 3 cars in the parking lot 
already. 2 more arrive. Now there are 3 
+ 2 = 5 cars.
A: The answer is 5.

......
Q: Natalia sold clips to 48 of her 
friends in April, and then she sold half 
as many clips in May. How many clips 
did Natalia sell altogether in April and 
May?

LM

C: Natalia sold 48 / 2 = 24 clips in 
May. Altogether, Natalia sold 48 + 24 
= 72 clips in April and May.
A: The answer is 72.

T

Chain-of-Thought 
Prompting



The Programming of LLM: Prompt Reasoning

Structured and more logical prompt knowledge helps constrain complex reasoning, 
resulting in a better step-by-step thought process.



The Programming of LLM: Design Patterns of Prompts

STANDING ON THE SHOULDERS OF GIANT FROZEN LANGUAGE MODELS 2022

textual recursive LM

input-dependent prompt tuning

neural recursive LM

retrieve–read re-rank



LLM as a Basis for Providing Interfaces

Tasks

Interfaces

Machine
Translation

Text
Summarization

Image
Generation

Translate the
following sentence

into English: Sent A

Summarize the
following article into

two sentences: Article B
Paint an art-deco

house

Source: Finetuned Language Models Are Zero-Shot Learners

Source: Language Models are General-Purpose Interfaces

• Zero/few shot prompting

• In Context Learning

• Instruction



The Ecosystem of LLM



GPT = Giant Parrot Talking?



Limitations of LLMs

• It cannot handle personalized,
dynamic, real-time questions like
stock prices or weather changes.

• LLMs are unable to acquire the latest
knowledge, therefore it cannot
provide the up-to-date information.

• The existence of Hallucinations leads
to a tendency to talk nonsense with a
serious tone.

• Inappropriate prompts may
lead to irrelevant even harmful
response

Personalized questions

Real-time questions

Questions that require 
new knowledge

Hallucination



Augmented Language Models

v Studies have proposed some improvements,
such as enabling LLM to utilize external tools,
enhancing context understanding with
important missing information not included in
LLM's weights, and forming a more powerful
intelligent agent. These models are collectively
referred to as Augmented Language Models
(ALMs).
v Reasoning: Breaking down complex tasks into simpler

subtasks can make it easier for the LM to solve on its
own or with the use of tools.

v Tools: Collecting external information, or influencing
the virtual or physical world perceived by ALM.

v Act：Invoking a tool that has an impact on the virtual
or physical world and observing its results,
incorporating it into the current context of ALM.

Source: Augmented Language Models: a Survey （Yann Lecun et al.）



Two kinds of Usage of LLM
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KG History

1960 1980 1989

Semantic

Networks

2006 2012

Knowledge Graph

Ontology

Semantic

Web

Web Linked data

1998

Linking Open Data cloud diagram 2022-11-03 Andrejs
Abele, John P. McCrae, Paul Buitelaar, Anja Jentzsch
and Richard Cyganiak. http://lod-cloud.net/

http://lod-cloud.net/


Key
Features

In the early stage, KG is High-quality, manually-built, and for human consumption; in the middle age, KG is constructed by algorithms and
used to enhance the understanding capability of machines; nowadays KG is evolving towards multi-modality and subsymbolic
representations

What is Knowledge Graph (KG) – Popular KBs and Characteristics

1985 1990 2000 2005 2010

Cyc

" x: human(x) Þ
($ y: mother(x,y) Ù
$ z: father(x,z))

" x,u,w: (mother(x,u) Ù
mother(x,w) 

Þ u=w)

WordNet

guitarist Ì {player,musician} 
Ì artist
algebraist
Ì mathematician
Ì scientist

Wikipedia

4.5 Mio. English articles
20 Mio. contributors

By Human
For Human

By Algorithm
For Machine

2015 2023

Human Machine
Collaboration



General KG

Knowledge Graph (KG) is an explicit representation of human knowledge, which is stored in the form of graph and used
for reasoning and computing.

Knowledge Graph

l General domain oriented
l Commonsense knowledge
l Structured encyclopedia knowledge
l Emphasize the breadth of knowledge
l For general users

l Industrial domain oriented
l Industrial data
l Semantic industrial knowledge base
l Emphasize the depth of knowledge
l For industry users

Industrial KG



Implication
From open to vertical domains, the scale of interlinked KGs has been grown hundreds to thousands of times in the past 15 years, the cost of
extracting knowledge is gradually decreasing, improving the quality of extracted knowledge while continuously increasing the scale of knowledge is
the main trend in the future

What is Knowledge Graph (KG) – Rapid Growth and Lower Cost

2007

By 2022.11, The Linked Open Data Cloud

2014

Red nodes represent knowledge graph
datasets in life science





Implication Knowledge Graph originates from how machines represent knowledge, use the graph structure to describe the relationship between things,
developed in the rise of Web technologies, and landed in application fields such as search engine, intelligent QA, and recommender systems.

KG  as a World Model

What is Knowledge Graph (KG) – Perspective and Implication

Graph Structure as Knowledge Base

Text as Knowledge Base

Embeddings as Knowledge Base



SOTA and Trend of KG – Knowledge Representation and Reasoning

The Evolution of Multi-modal KG

Triples in form of (s, p, o)

Entity Centric KG

(Barack Obama,  Spouse,   Michelle Obama)   

Event Centric KG

Person:
Donald Trump
Time:
2016-2020
Country:
United States
…

Temporal Relation

Event: Trump_Serve_for_President

Event: Trump_Selected_as_President_Cadidate

Person:
Donald Trump
Time: 2016
Party:
Republican Party 
United States…

Sub_Event

Event:
Trump_Assigned_Executive
Order

Person:
Donald Trump
Time: 2017
Location: White
House
Contents:
…

Event:
USA_Attacked_Syrian

Target:
Syrian
Time: 2019
Dead
Person:
…

Causal
Relation

Birth
• birth date
• birth place
• name

Marriage
• date
• location
• male
• female

EndPosition
• time
• company
• position

Event Frames

Event Relations Causal relation, Temporal relation, Co-
reference relation, Sub-class relation…

Spatiotemporal KGPersonal KG

Challenges
Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics, processes,
and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and neural reasoning methods
is extremely challenging.

Graph composing events, interests,
behaviors of an individual under the
protection of privacy and security

Expand knowledge representation level in time
series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

Symbolic + Neural

LLM as knowledge base and use prompts to
elicit the corresponding facts

Prompt KG



New Paradigm of Technology with Knowledge as the Core
Knowledge Graph System Architecture

in Industry

Challenges Data characteristics and knowledge differences in different fields lead to low knowledge coverage, intensive labor input, shallow usage
In applications, poor computing efficiency, difficult & weak sustainable operation and long time cost

AI should focus on small data and data centric AI. 
Especially in the manufacturing industry, we must 
rely on domain knowledge

Andrew Ng

Different computing manners, "offline - near real time - real-time", 
depend on the type of knowledge

SOTA and Trend of KG – System Engineering View
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Are symbolism and connectionism mutually exclusive?

n Cognitive motivation

Symbolism: Humans rely on symbolic systems (such as language) to organize, communicate, 
reason, and create knowledge

Connectionism: The physical form of the human brain is a widely connected network of neurons

n Dual-process cognitive theory

System 1
Intuition (Intuitive)

• Emotions, memory, and experience
• Unconscious, capable of quickly 

activate associated objects
• Easily deceived

System 2
Rational (Analytic)

• Logical reasoning and computation
• Conscious, deliberate, and methodical 

thinking
• "Slow thinker"

Connectionist models are the implementation foundation, while symbolic 
systems are the features of higher-level abilities.



When KG meets LLM: Two Sides of a Coin

Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024

Implicit Knowledge Explicit Knowledge



When KG meets LLM: Reasoning Capability Comparison

LLM Reasoning
• zero-shot prompting
• Few-shot prompting
• CoT prompting
• Instruction

KG Reasoning
• Graph computing
• Rule-based reasoning
• Ontology reasoning
• Spatial-temporal

reasoning
• KG embedding/GNN

• Code pre-training: enhance LLM reasoning

during training

• Prompt Engineering: eliciting LLM reasoning

during inference

KG Reasoning

LLM Reasoning

• Graph computing

• Rule-based reasoning

• Ontology reasoning

• Spatial-temporal reasoning

• KG embedding/GNN



Structured Knowledge vs. Parameterized Knowledge
Extensive practice indicates that the quality and detail of prompt design, as well as the level of structure and logic in prompt representation, 

significantly impact the model's output. Essentially, prompt engineering is knowledge engineering, aiming to acquire prior knowledge from 

humans to guide model training or activate model reasoning capabilities.

Tree as Prompts Logic Rule 
as PromptsKG as Prompts

Program as 
Prompts

Textual Prompts 
with CoT

Textual 
Prompts

As the level of structure and logic in prompt knowledge gradually increases, the model's reasoning capabilities become stronger,
but the difficulty of acquiring prompt knowledge also increases, making large-scale emergence harder to achieve.

The proportional relationship between the level of 
representation and reasoning ability still exists.

The conflicting relationship between representation 
complexity and scalability still persists.

Representation vs Reasoning Representation vs Scale



Knowledge Graph Helps the Large Model Research

Knowledge Engineering FOR the LLM

– Aiming to address the issues of large models 
through appropriate knowledge engineering methods 
(resources and frameworks)

• Hallucination of factual knowledge

• Knowledge updating

• Evaluating emergent symbolic abilities to identify 
problems

• Issues of scale and efficiency

• Logical accuracy and interpretability of complex reasoning 
processes

KG

LLM

Explicit factual 
knowledge

Domain-specific 
knowledge

Symbolic logical 
reasoning

……

Input Output

KG for LLM Synergy

n Pre-training
n Fine-tuning
n Inference
n Interpretability
n …



KG for LLM：Pre-training

T. Sun, Y. Shao, X. Qiu, et al. “CoLAKE: Contextualized language and knowledge embedding,” 2020.

• ERNIE training objective: word-entity alignment

Designing pre-training objective to incorporate KG components Integrate KG with text as LLM training input

• CoLAKE: word-knowledge graph

Z. Zhang, X. Han, Z. Liu, et al, “ERNIE: Enhanced language representation with informative entities,” ACL 2019. 



When KG meets  LLM: Knowledge or Structural  Augmented
• More research indicates that introducing various types of internal and external structured signals

during the pre-training phase can improve model performance:
• External structured signal enhancement: For example, incorporating Protein-Protein Interaction (PPI)

information in the training of protein language models.
• Internal structured signal enhancement: For example, expanding the relational information between entities

within sentence samples during sentence pre-training.

Structure-inducing Pre-training reStructured Pre-training

Enhance the 
internal 

structured 
signals of 

training corpora

• Structure-inducing pre-training. Nature Machine Intelligence 2023.

• reStructured Pre-training. 2022

Introduce 
external

structured 
signals to 

training corpora



When KG meets LLM: Knowledgeable Prompt Tuning

• KnowPrompt: Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction. WWW 2022

• Knowledgeable Prompt-tuning: Incorporating Knowledge into Prompt Verbalizer for Text Classification. ACL 2022

KnowPrompt Knowledgeable Prompt-tuning



When KG meets LLM: Instruction Construction

• InstructProtein: Aligning Human and Protein Language via Knowledge Instruction. ACL 2024 

Knowledge to Instruction

• Knowledge graphs can also guide the construction of instruction datasets. For example, the triples in the graph can guide 
the setting of Input/Output for instruction templates, and the association signals in the graph can be used to ensure that 
the instruction dataset has better logicality, relevance, and structure.



KG for LLM：Inference

• Y. Sun, Q. Shi, L. Qi, and Y. Zhang, “JointLK: Joint reasoning with language models and knowledge graphs for commonsense question answering,” 2022.
• P. Lewis, E. Perez, A. Piktus, et al, “Retrieval-augmented generation for knowledge intensive nlp tasks,” NeurIPS 2020.

• JointLK: LM-to-KG and KG-to-LM bidirectional attention mechanism

Dynamic KG integration method

Problems during the pre-training phase: Knowledge updating

Retrieval-augmented KG integration method

• RAG: Retrieve external KG as LLM input



KG for LLM：Retrieval/Knowledge Augmented Generation

●Using a knowledge graph as an external knowledge base during the

inference of pre-trained models

●For example: Rethinking ……

● ……



When KG meets LLM: KG-induced CoT

• Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph. ICLR 2024.

• Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. 2024

• Utilizing entity association paths from external knowledge graphs to guide LLM in question decomposition,  
improving the accuracy of multi-hop question answering.



KG for LLM：Interpretability

• F. Petroni, T. Rocktaschel, S. Riedel, et al, “Language models as knowledge bases?” EMNLP 2019.
• B. Y. Lin, X. Chen, J. Chen, and X. Ren, “Kagnet: Knowledge-aware graph networks for commonsense reasoning,” EMNLP 2019
• M. Yasunaga, H. Ren, A. Bosselut, et al, “QAGNN: Reasoning with language models and knowledge graphs for question answering,” NAACL 2021

An important issue with LLMs: Lack of explainability, affecting applications in critical

• LAMA: Converts knowledge from KG into prompt templates and uses LLM 
predictions to verify the accuracy of LLM knowledge

KG-based LLM probing and evaluation methods

• KagNet, QA-GNN: LLM outputs are explained by KG graph structures

KG-based analysis of LLM-generated results



Leveraging Large Models in Knowledge Graph Research

◼ LLM as enablers
• encoders with parameter fine-tuning
• Reading comprehension & QA

◼ LLM as resources
• data augmentation
• a form of knowledge source

Rich structured and
long-tail knowledge

Lack of parameterized
knowledge with closed
world assumption

◼ Knowledge Engineering BY the LLM

LLMKG

A s s i s t


"

R e p l a c e


# Rich parameterized knowledge
under open world assumption

Lack of structured knowledge
and poor modeling capabilities
for long-tail knowledge



LLM for KG：Knowledge Extraction

• A. Kumar, A. Pandey, R. Gadia, et al, “Building knowledge graph using pre-trained language model for learning entity-aware relationships,” 2020.
• A. Bosselut, H. Rashkin, M. Sap, et al, “Comet: Commonsense transformers for knowledge graph construction,” ACL 2019.

1. Entity Recognition
2. Entity Typing
3. Coreference Resolution
4. Relation Extraction

LLM-based KG Construction Methods

• LLM-based End-to-End KG Construction
• LLM-based KG Distillation Construction



LLM for KG：Knowledge Extraction



LLM for KG：Knowledge Completion

• Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024

LLM as Encoder LLM as Generator



LLM for KG：Knowledge-based Question Answering

• D. Lukovnikov, A. Fischer, and J. Lehmann, “Pretrained transformers for simple 
question answering over knowledge graphs,” ISWC 2019
• Y. Xu, C. Zhu, R. Xu, Y. Liu, M. Zeng, and X. Huang, “Fusing context into 
knowledge graph for commonsense question answering,” ACL 2021
• M. Zhang, R. Dai, M. Dong, et al “Drlk: Dynamic hierarchical reasoning with 
language model and knowledge graph for question answering,” EMNLP 2022
• Y. Yan, R. Li, S. Wang, et al, “Large-scale relation learning for question answering 
over knowledge bases with pre-trained language models,” EMNLP 2021

LLM as Entity/Relation extractor

LLM as Answer reasoner



When KG Meets LLM: Deep Synergies

• Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024



When KG meets LLM: Interoperability & Orchestration

KG uses ontology to realize the representation of domain data, knowledge and interaction, and completes completes the automation of the whole

process from real-time data access, knowledge update to user interaction.

Interoperate & Orchestrate

Integrate the following steps into a whole end-to-end process for hyper-automation

Data Access

Real-time, dynamic, or

temporal-spatial data access

Knowledge Update

Update knowledge via

extraction by LLM

Reasoning

Combine reasoned results

from KG with those LLM

responses

Act

· User: chat, speak,

recommend

· System: API invoke, send

commands

• Task mining
• Consistency checking
• Process discovery
• Modeling via simulation
• Case prediction
• Suggestion via history

data

DataDocAppProcessAutomation



When KG meets LLM: Interoperability & Orchestration

Data
Center

Robot Studio

Business
Engine

Person
Studio

Smart AssetsConsole

Data

Data 
Document

Data 
Process

Downstream
Tasks

Application 
Process

Semantic Center
& 

Knowledge Graph

Data Application

Process

Process 
Data

RPA + Tool use

Adaptive Routing



Retrieval/Knowledge Augmented Generation Whole Picture

Input LLM Parsing
(Embedding/Extract)

Knowledge
retrieval

Relevant
knowledge/content LLM responses Output

Online

Offline

Multi-modal
Domain KG

Results
fusion/generation

Domain/General
LLM

Knowledge extraction
Rule learning

Spatial-temporal
reasoning
Multi-modal
alignment

Domain Data

Reasoning & Planning

Building
prompts



KG Copilot Engine

KG 
Copilot LLM

1. Query/Prompt

6. Response/Act

3. Modified Prompt

4. LLM response

Data Tool

Reason

Data/Knowledge
(DB/Doc/Files/GIS/…)

Tool Hub
(API/Model/Command/…)

2. Pre-processing

Unified View

5. Post-processing a. Fact checking
b. Data query
c. Tool invoke
d. Reasoning
e. Result fusion

a. Prompt build
b. refinement

APP

Mining & Reason
(BI/KDD/Reasoning)

v KG for unified knowledge modeling

v Multi-modal data

v Multi-source data

v KG for unified programming as a semantic gateway

v LLM + KG + Tool

v KG for automatic prompt building and result checking

v Pre-processing grounding

v Post-processing grounding



n The Rise of LLM

n The Development of KG

n The Emerging Paradigm

n OpenKG

n Conclusion and Outlook



OpenKG

……

……

Established in 2015, it initially
aimed to promote the world's
largest open knowledge graph
centered on Chinese. By 2023, the
goal has evolved to, through an
open, collaborative, sustainable,
and scalable approach, build a
globally leading knowledge graph
ecosystem in the era of large
models, providing intelligent
knowledge services for various
industries and promoting the
sharing and enhancement of
knowledge value.



OpenKG: Full Stack Tools
Storage Modeling

Querying and QA

Extraction

Matching
Visualization

Reasoning



OpenKG: Tools, Models and Agents

Enhancing large model training based 
on knowledge graphs

Editing large models after deployment
based on knowledge graphs

KG2Instructions KG2Code

Models

Agents

Tools



OpenKG: Open RAG

3 Tuning Stage

RAG Flow  

inheritance and development of RAG paradigms

The selection and arrangement of different modules and

operators within the modules constitute RAG Flow, thereby

identifying typical RAG Flow patterns.

4 Inference Stage

• Retriever FT

• Generator FT

• Dual FT

• Sequential
• Conditional
• Brach
• Loop



OpenKG: SPG and LLM bidirectionally driven controllable AI

Building next-generation industrial-level cognitive engine

SPG
Semantic 
Framework KG Learning and Reasoning

Domain knowledge based
SFT/RLHF and Reasoning

SPG-based Knowledge Graph Engine

Knowledge
extraction 

Entity
Linking

Knowledge 
Funsion

Knowledge Construction pipeline

Logical rule
reasoning Graph Learning

Foundation ModelsKnowledge Graph Storage and Computing Adaptation Layer

Service access and Application Framework

Semantic representation and Programming Framework

LLM and SPG daul-drive applications

LLM-driven SPG Knowledge Construction Pipeline

SPG and LLM Object Alignment

SPG-enhanced LLM Controllable AI FrameworkDomain Knowledge Graph solutions
Anti-money 
Laundering
Knowledge Graph 

Storage and Computing Engine

VV

KG enhanced LLM

LLM augmented KG

Event
Evolutionary
Knowledge Graph 

Company 
Knowledge Graph

Medical
Knowledge Graph … …



Semantic Gap Knowledge

Science

Application

Environmentally 
embodied perception
Tool learning
Multi-agents
collaboration

Knowledge acquisition
Knowledge verification
Knowledge instruction Tool

Instruction

EditingAcquisition

Language

Language as "form", knowledge as "heart", graph as "skeleton"

Consciousness 
Gap Cognitive Gap

Knowledge augmentation
Knowledge editing
Value alignment

OpenKG
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General Intelligence……

Large Language Models

Open Knowledge Graphs

Wikipedia

Open Books

Web Crawl

Opensource Code

Open Knowledge Corpus

Integrated reasoning 
capabilities across 

multiple domains and 
modalities

1

2
3

Single model handling 
multiple tasks and generalizing 

to new tasks

Commonsense knowledge with 
sufficient coverage

Knowledge In LLM Era – Knowledge and General Intelligence

Implication Both existing large language models and traditional knowledge graphs attempt to establish a shared knowledge base for general intelligence by 
leveraging the vast amount of open knowledge accumulated on the internet over time.



Knowledge In LLM Era – Knowledge and General Intelligence

Implication The complementarity and mutual enhancement between symbolic knowledge and language models have significant research 
importance and practical value.

Focus on scale & has high coverage Focus on presentation & has high accuracy

Large Knowledge Models: Perspective and Challenges. 2024



LeCun (2022)

- Autoregressive large language models 
(at best) only approximately approach the 
functions of the Wernicke and Broca 
areas of the brain.

- What about the prefrontal cortex?

- Current AI technology is (still) far from 
human-level intelligence.

- Autonomous intelligence: configurator, 
perception, world model, cost, and 
participants

The Rise of World Model



Knoweldge and Memory
The Role of Knowledge and Memory



World Model – Baby Learning

Grounded language acquisition through the eyes and ears of a single child, Science 2024

From Baby Talk to Baby A.I.
Could a better understanding of 
how infants acquire language help 
us build smarter A.I. models?



Knowledge Offloading

use some data to learn the world 
model, and some data to learn the 
inference machine. 

Intelligence = Knowledge + Inference

DeepMind’s RETRO (Retrieval-Enhanced TRansfOrmer) 

Large Language Model

Model for
Knowledge

Model for
Reasoning+

RAG



Building the Next Generation Knowledge Engineering

◼ Goals of Knowledge Engineering
– Knowledge accumulation and reuse, knowledge reasoning and decision-making

◼ Impact of Large Models on Knowledge Engineering
– Knowledge is not limited to symbolic representation, symbolic reasoning capabilities 
can be achieved through parameterization

◼ Future Research in Knowledge Engineering: Embracing Large Models
– KG for LLM：Knowledge augmentation for large language models

– LLM for KG：Leveraging large language models to achieve better knowledge
accumulation

– LLM + KG：Exploring the synergy between large language models and knowledge 
graphs to establish a "new symbolic system"



Data Intelligence (DI) is dedicated to promoting the widespread dissemination and in-depth exchange of the latest research
findings and technological advancements in data science, artificial intelligence, and their cross-disciplinary applications. DI
fosters close cooperation between the academic and industrial communities by publishing high-quality research papers, review articles,
technical reports, case studies, best practices, and various data resources, thereby accelerating the innovation and application of data
intelligence technologies and contributing to the development and progress of the field.
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Thank you

http://www.openkg.cn/


