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The Wave towards AGI by LLM
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The Wave towards AGI by LLM

AGI (Artificial General Intelligence)

solution (1): emergent solution (2): explicit

learn context abilities learned from  and new mechanisms

knowledge plan big data via big model & to learn such abilities
create I —
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read (language understanding) » write (language/code generation)

see (visual understanding) » speak (speech synthesis)

hear (speech recognition) » draw (visual generation)
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The Programming of LLM: Prompt Engineering

Chain-of-Thought

Few-shot P i Promptin
Standard Prompting ew-shot Prompting pting

Q: Natalia sold clips to 48 of her friends
in April, and then she sold half as many
clips in May. How many clips did Natalia
sell altogether in April and May?

Q: Natalia sold clips to 48 of her

friends in April, and then she sold half
as many clips in May. How many clips
did Natalia sell altogether in April and

Q: Natalia sold clips to 48 of her
friends in April, and then she sold half

May? as many clips in May. How many clips

did Natalia sell altogether in April and
May?

C: Natalia sold 48 / 2 =24 clips in
May. Altogether, Natalia sold 48 + 24
=72 clips in April and May.

A: The answer is 72.




The Programming of LLM: Prompt Reasoning

[Yao et al., May'23] [Besta et al., August'23]
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Structured and more logical prompt knowledge helps constrain complex reasoning,
resulting in a better step-by-step thought process.




The Programming of LLLM: Design Patterns of Prompts

y y
u i y y
v LM i d d i smal:fine *
mput-dependent prompt tunin =
i - . P P promp & tuned reader LM
X X X A
b p£ ) 20,000 2,000 :
tokens tokens X
Prompt
P - Re-ranker
. t
(a) b) X textual recursive LM . I e
y y 100 documents 100 documents
. . t t
i Retriever
y LM LM Retr:ever e 1f; e
4 Select T 4 4 X X
candidate Sample n (a) (b)
LM . Connector
+ i )
! * retrieve—read re-rank
P X LM LM
Question
answering T T T
(a) (b) P, X (c) X neural recursive LM

STANDING ON THE SHOULDERS OF GIANT FROZEN LANGUAGE MODELS 2022



LLM as a Basis for Providing Interfaces

» Zero/few shot prompting

* In Context Learning

e Instruction

Tasks

Interfaces

Machine
Translation

Text Image

Summarization . Generation '

T 7
5
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Summarize the Black and ! 5
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Source: Language Models are General-Purpose Interfaces

Finetune on many tasks (“instruction-tuning”)
In mmonsense R nin. Input (Translation) ‘

Inference on unseen task type

Here is a goal: Get a cool sleep on Translate this sentence to

summer days. Spanish: | t (Natural | Inf )
How would you accomplish this goal? L:z :em 9r:ﬁlgessbtl;:|adrl1nt$1 oo Premise: At my age you will probably
OPTIONS: monthl:sl ! have learnt one lesson.

-Keep stack of pillow cases in fridge.

-Keep stack of pillow cases in oven. Target b e e e

' lessons you'll learn by your thirties.

Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construyé en tres meses. OPTIONS:
- - -yes | | -itis not possible to tell ' | -no
Sentiment analysis tasks

FLAN Response

Coreference resolution tasks , :
It is not possible to tell

Source: Finetuned Language Models Are Zero-Shot Learners




The Ecosystem of LLM
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GPT = Giant Parrot Talking?




Limitations of LLLMs

Personalized questions

Which companies in Beijing have a market value greater than 50 million RMB?

I'm sorry, but | don't have access to real-time financial data or the ability to browse the
internet to provide you with a list of companies in Beijing with market values greater than 50
million RMB. Market values of companies can change frequently due to stock price

fluctuations, mergers, acquisitions, and other factors.

To obtain the most up-to-date information on the market values of companies in Beijing, |
recommend checking financial news websites, stock market exchanges, or financial
databases. You can also consult with a financial advisor or use a financial data service to

access this information.

15 How is the weather today?

Real-time questions

I'm unable to provide real-time weather information as my knowledge was last updated in

O]

2022, and | don't have access to the internet to fetch current data. To find out the current
weather in your location, | recommend using a weather website or app, or you can simply
check a search engine like Google for the latest weather updates by entering your location
and "weather" as the search query.

Questions that require

new knowledge
How do you perceive the results of the 2022 FIFA World Cup?

| don't have access to real-time information or events that occurred after my last knowledge
update in 2022. Therefore, | cannot provide information or perceptions about the results of
the 2022 FIFA World Cup or any other events that occurred after that date.

To get the most up-to-date information and perspectives on the 2022 FIFA World Cup or any
recent events, | recommend checking reliable news sources or sports websites that cover
the tournament. You can also engage in discussions with people who have been following
the event to get their insights and perceptions.

N

(6,

If | could foresee the future, how should | change my destiny? Hallucination

If you could accurately foresee the future, it would indeed be a powerful ability. However,
there are several considerations and ethical dilemmas associated with this hypothetical
situation. Assuming that you could foresee the future, here's how you might consider

changing your destiny:

. Planning: Use your foreknowledge to create well-informed plans and strategies for your life.

This could include career goals, financial planning, personal development, and more.

. Risk Management: If you can foresee future difficulties or challenges, take proactive

measures to mitigate potential risks. This might involve purchasing insurance, making

lifestyle changes, or seeking legal advice.

. Financial Decisions: Make investment and financial decisions based on the insights you

have about the future to help achieve your financial goals.

. Relationships: Use your knowledge of the future to build healthier relationships, resolve

potential conflicts, and improve your personal and professional interactions.

. Personal Growth: Knowing what opportunities and challenges lie ahead, focus on personal

growth, learning, and self-improvement to better prepare yourself for the future.

It's important to emphasize that this is a hypothetical scenario. In reality, we cannot foresee

the future with certainty. Every decision we make is based on current information and risk

assessments. Additionally, even in this hypothetical scenario, ethical considerations are vital.

Any actions you take should be legal, ethical, and considerate of the well-being of others.

handle
dynamic, real-time questions like

It cannot personalized,

stock prices or weather changes.

LLMs are unable to acquire the latest

knowledge, therefore it cannot

provide the up-to-date information.

The existence of Hallucinations leads
to a tendency to talk nonsense with a
serious tone.

Inappropriate  prompts may

lead to irrelevant even harmful

responsce



Augmented Language Models

/
0‘0

Studies have proposed some improvements,

such as enabling LLM to utilize external tools,

enhancing  context  understanding  with

important missing information not included in

LLM's weights, and forming a more powerful

intelligent agent. These models are collectively

referred to as Augmented Language Models
(ALMs).

Reasoning: Breaking down complex tasks into simpler
subtasks can make it easier for the LM to solve on its
own or with the use of tools.

Tools: Collecting external information, or influencing
the virtual or physical world perceived by ALM.

Act : Invoking a tool that has an impact on the virtual
or physical world and observing its results,
incorporating it into the current context of ALM.

Zero shot
Eliciting reasoning with prompting —E
Few shot
o Reasoning Recursive prompting —— useful for complex tasks

Explicitly teaching language models to
reason

Iterative LM calling &)
~ Calling another model —E
Leveraging other modalities (1)
Retrieval-augmented language models <2)

P~ Information retrieval Querying search engines

) Searching and navigating the web <2)
—— Using Tools and Act =

Mind's Eye 1)
| Computing via Symbolic Modules and Code PAL (D
Interpreters
Codex (1)

Controlling Virtual Agents <(2)

= Acting on the virtual and physical world —[
Controlling Physical Robots <2)

Few-shot prompting

Fine-tuning
supervision
Prompt pre-training

Learning to reason, use tools, and
act

e Bootstrapping.

Hard-coded reward functions

Reinforcement learning —[
Human feedback

Source: Augmented Language Models: a Survey ( Yann Lecun et al. )



Two Kinds of Usage of LLM
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http://lod-cloud.net/

What is Knowledge Graph (KG) — Popular KBs and Characteristics
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In the early stage, KG is High-quality, manually-built, and for human consumption; in the middle age, KG is constructed by algorithms and

Key
Features

used to enhance the understanding capability of machines; nowadays KG is evolving towards multi-modality and subsymbolic
representations




Knowledge Graph

Knowledge Graph (KGQG) is an explicit representation of human knowledge, which is stored in the form of graph and used
for reasoning and computing.

CHISHIE

_ General KG

-

2 K |
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General domain oriented
Commonsense knowledge
Structured encyclopedia knowledge
Emphasize the breadth of knowledge

For general users

Industrial KG
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linked lifeX data @ Watson

=7 WEPE  KENSHC facebook

@ PlantData

Herbnet

Industrial domain oriented
Industrial data

Semantic industrial knowledge base
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What is Knowledge Graph (KG) — Rapid Growth and Lower Cost

:CYC - $5.71 per statement
:Freebase - $2.25 per statement
‘NELL - 14.25¢ per statement
:DBPedia - 1.85¢ per statement
:Yago - 0.83 ¢ per statementure

How much is a Triple?

ooooooooooooooooooooooooooooooooooooooooooooo
L

2014

Red nodes represent knowledge graph
datasets in life science

Ah.Open PHACTS

ither pharmacological data resources in an integrated, interoperable infrastructure

J, A ! Explore. Build. Join.
- @
Automatic Triplets N Opon PHACTS o Gccesctomaopon | | 'PHAGTS Founcaton
e | | o | | Eomsr -
d:h‘,)all from a single, data resources in our updnto':. as well as By 2022 5 1 1 The Ll ed Open Data Cloud
integrated triple store training opportunities 4

simple interface

From open to vertical domains, the scale of interlinked KGs has been grown hundreds to thousands of times in the past 15 years, the cost of

extracting knowledge is gradually decreasing, improving the quality of extracted knowledge while continuously increasing the scale of knowledge is

Implication
the main trend in the future




Knowledge Graph is more expressive than pure Graph but less complex than formal logic.

Knowledge
Representation

Reasoning

Knowledge
Acquisition

KG Embedding

Neural Logic

Concepts

Entities

Facts/Relations

Axioms

Rules

Knowledge

Semantic

'IIIIIIIIIIIIIIIIIIII.;

L

EEEEEEEFEEEEREESR
I.IIII',-'II'II

Ontology
Data Semantics

L B

Graph
Web

Web of Data
Linked Data

Nodes

Edges

Links

Paths

tructures

Graph Theory

Graph Mining

Graph Database

Graph/Network
Embedding

Graph Neural
Network



What is Knowledge Graph (KG) — Perspective and Implication
KG as a World Model Text as Knowledge Base

Embedding things in vectors

Represent thingsin Describe things with ontology

Link things with semantics

Neural Symbolic Reasoning
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[ = | Embeddings : Distributed Vector Representation

P g - Sl
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Q . b- | Network
—> v
Structured Data Extract
e §
Knowledge (Graphs) Knowledge Engine o IS
Concepts Entities, Facts, Axioms, Rules . ﬁ ?

« Text : Learn a vector of each word in a sentence

» KG: Learn a vector for each entity or property

* Image/Video : Learn a vector for each visual object

)- Representation Learning s‘ @
A o rstanding
—>
K e a g .
n =us o Rome
l-_:):"..lfs:_- ’ El . ' m ........ IS%'
loT Sensors - & & Paris_ A fa/. ey
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Crowds

Rome - ltaly Paris - France

----- KG = Computational Model of Relations

st llienis Knowledge Graph originates from how machines represent knowledge, use the graph structure to describe the relationship between things,
mplication

developed in the rise of Web technologies, and landed in application fields such as search engine, intelligent QA, and recommender systems.




SOTA and Trend of KG — Knowledge Representation and Reasoning

Event Centric KG Prompt KG Personal KG

Event: Trump_Selected_as_President_Cadidate Labe!: intention jJ

| Vatus: phone
Translate English to French: ;:::.'."::.I., 2021-1-12 16:31:11
| System.

sea otter => loutre de mer

Event:
Trump_Assigned_Executive

peppermint => menthe poivrée Label: User e
Value: Haofen * | Tv5e ¢ work
plush girafe => girafe peluche o it o L7 SR
cheese => <
Event F Birth Marriage EndPosition ;‘.‘;:' j;::',':::"
vent Frames - birth date - date - time Y [y Qi e SEE
3 - birth place - location - company % Y 43
(Barack Obama, Spouse, Michelle Obama) - name - male - position e |\ A T ~ User Profile
Cansal relation. ]f_ema'e | relation. ¢ LLM as knowledge base and use prompts to Graph  composing  events, interests,
. ausal relation, Temporal relation, Co- s . . L ) A .
Triples in form of (s, p, 0) Event Relations reference relation, Sub-class relation. .. elicit the corresponding facts behaviors of an individual under the Expand knowledge representation level in time
protection of privacy and security series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

IMGpedia
2015,2017

ImageNet,
Visipedia
2009,2010

still many unsolved

problems

» Ontology Axioms + Embedding based Rule

Leaming (e.g., lterE,
NeuralLP)

+ Datalog

Semantic Web

4 formats
P IMGpedia

built upon the backbone NEIL: Image \\

« Interlinking Multimedia
- Apply Linked Data

Principles to Multimedia
Fragments

Limited to explicit representation
Strong interpretation

Implicit Representation

Knowledge
Graph

of the WordNet Knowledge | 2019 . =
IMAGENET | Mner Symbol Symbolic + Neural Embedding

‘ VISI Eed Ia‘ Explicit Representation

Easy for implicit knowledge
« Inductive Rule Leaming (e.g., Embedding : Lack of explainability
AIME) * GNN-based Reasoning

* Graph Structure (e.g., PRA) * Knowledge Graph

« Labeling Images with a Computer Game + Ontology Embedding

—_—— The Evolution of Multi-modal KG

‘ Inductive Reasoning
E——— ]

Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics, processes,
Challenges and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and neural reasoning methods
is extremely challenging.




SOTA and Trend of KG — System Engineering View

Especially in the manufacturing industry, we
rely on domain knowledge

Full Life Cycle of Industry
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Support 100+ billion triples

Knowledge Graph System Architecture
in Industry

Challenges

Al should focus on small data and data centric Al

must
o o 1
| Reasoning Types|

Calculation |

Spatiotemporal

Analogy

Preference

Distributed
SRL
Case-based

Rule

Ontology

Causality
Multi-hop

v
Modeling
Application
A 4

2 &

Experts are involved Incrementally automatic KG construction
in Schema design with human intervention

[

Requirements analysis 8
application design

Different computing manners, "offline - near real time - real-time",
depend on the type of knowledge

Business
Needs
N
Unified
Consumption
KG
Platform Unified
Representation

1

Structuring

........................

1
Data ; Hard to understandé
Cha"enges E unstructured data E

E < Hard to fuse E
! * heterogenous data|

New Paradigm of Technology with Knowledge as the Core

Data characteristics and knowledge differences in different fields lead to low knowledge coverage, intensive labor input, shallow usage

In applications, poor computing efficiency, difficult & weak sustainable operation and long time cost
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Are symbolism and connectionism mutually exclusive?

B Cognitive motivation

Symbolism: Humans rely on symbolic systems (such as language) to organize, communicate,
reason, and create knowledge

Connectionism: The physical form of the human brain is a widely connected network of neurons

B Dual-process cognitive theory

_ .l' 'l‘r/N K l N (-;‘

FAST..SLOW
* Emotions, memory, and experience P — [ Logical reasoning and computation
* Unconscious, capable of quickly DANIEL Conscious, deliberate, and methodical
activate associated objects thinking

+ Easily deceived e

[ "Slow thinker"

Connectionist models are the implementation foundation, while symbolic
systems are the features of higher-level abilities.



When KG meets LLM: Two Sides of a Coin

Implicit Knowledge Knowledge Graphs (KGS) Explicit Knowledge
Cons: Pros:
* Implicit Knowledge « Structural Knowledge

* Indecisiveness « Decisiveness

 Black-box * Interpretability

 Lacking Domain- » Domain-specific Knowledge
specific/New Knowledge Evolving Knowledge

 Hallucination \ « Accuracy

Pros: Cons:
* General Knowledge * Incompleteness
 Language Processing  Lacking Language

Understanding

+ Generalizability
"~ . Unseen Facts

Large Language Models (LLMs)

Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024



When KG meets LLM: Reasoning Capability Comparison

LLM Reasoning

* Code pre-training: enhance LLLM reasoning
during training

* Prompt Engineering: eliciting LLM reasoning

o KG Reasoning
during inference LLM Reasoning :
Graph computing
KG Reasoning zero-shot prompting Rule-based reasoning
Few-shot prompting Ontology reasoning
*  Graph computing CoT prompting Spatial-temporal
* Rule-based reasoning e reasoning
«  Ontology reasoning KG embedding/GNN

*  Spatial-temporal reasoning

*  KG embedding/GNN




Structured Knowledge vs. Parameterized Knowledge

Extensive practice indicates that the quality and detail of prompt design, as well as the level of structure and logic in prompt representation,

significantly impact the model's output. Essentially, prompt engineering 1s knowledge engineering, aiming to acquire prior knowledge from

humans to guide model training or activate model reasoning capabilities.

Textual Textual Prompts Program as Logic Rule
; Tree as Prompts 9
Prompts with CoT Prompts P KG as Prompts as Prompts
(a) Few-shot (b) Few-shot-CoT

0/.Rowhm5hmhbm4mm2maemsd®
balls. Each can has 3 tennis balls. How many tennis balis does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balis. Half of the balls are goif balls,
and half of the golf balls are blue. How many blue golf balls are

ﬁﬂogerhassunnums. He buys 2 more cans of tennis
balls. Each can has 3 tennis balis. How many tennis balis does
he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 18 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue goif balls are
there?

A

4
(c) Zero-shot

Q: A juggler can juggle 16 balls, Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are

(Output) The juggler can juggle 16 bas. Half of the balls are golf
balls. So there are 16/ 2 = 8 golf balis. Half of the golf balls are
W. So there are 8/ 2 = 4 blue golf balls. The answeris 4. /

(d) Zero-shot-CoT (Ours)

/Q: Ajuggler can juggle 16 balls. Half of the balls are golf bals,
and half of the golf balls are blue. How many blue golf balls are
there?

— Level 3 ——

Question:
numbers in ascending order. The
multiplication of the first 2 is 77 and
that of the last 2 is 91. What is the
last number?

There are 3 prime

“*python
ﬁx_)m Sympy im;_)on primerange
primes = list(primerange(1, 92))
for i in range(len(primes)):
for j in range(i+1, len(primes)):
if primes[i] * primes[j] == 77:

there? : int(l ime
A: The answer (arabic numerals) is AclLat's think step by step. gl:m -F )
o (Output) There are 16 balls in total. Half of the bails are golf \ ] [

balls. That means that there are 8 goif balls. Half of the golf balls
\m blue. That means that there are 4 blue golf balls, /

Complex programming rationale

(d) Tree of Thoughts (ToT) C >

As the level of structure and logic in prompt knowledge gradually increases, the model's reasoning capabilities become stronger,
but the difficulty of acquiring prompt knowledge also increases, making large-scale emergence harder to achieve.

Representation vs Reasoning

The conflicting relationship between representation

Representation vs Scale

complexity and scalability still persists.




Knowledge Graph Helps the Large Model Research

Knowledge Engineering FOR the LLM KG for LLM Synergy
— Aiming to add.ress the issues of large models Input » LLM »Output
through appropriate knowledge engineering methods
(resources and frameworks) Explicit factual I Domain-specific
knowledge knowledge
 Hallucination of factual knowledge Symbolic logical

reasoning

» Knowledge updating

» Evaluating emergent symbolic abilities to identify

problems
. B Pre-trainin

* Issues of scale and efficiency 5
, _ N , B Fine-tuning

 Logical accuracy and interpretability of complex reasoning

processes B Inference

B Interpretability
m ...



KG for LLM : Pre-training

Designing pre-training objective to incorporate KG components

* ERNIE training objective: word-entity alignment

Text Representations Text-!(nowledge Knowledge Qraph
Alignment Representations
PR -1 Bl

- -
- - L

By | [ho | By || Ba || || s he, he,
A A ’

A A

\

LLMs
T T T T T T A 7y )
Bob Dylan wrote blowin 1962 = Blowin'in
: Dylan | | the Wind
Text Sequence Entitiy

Input Text: Bob Dylan wrote Blowin’ in the Wind in 1962

Text Graph

Integrate KG with text as LLM training input

CoLAKE: word-knowledge graph

Mask Text letier Mask Entity Mr.

Prediction Prediction Bennet |
T A
LLMs

J

sshe

1 1

Mr.
Darcy

Text Entity
Sequence Sequence

letter

Input Text:

Z. Zhang, X. Han, Z. Liu, et al, “ERNIE: Enhanced language representation with informative entities,” ACL 2019.

T. Sun, Y. Shao, X. Qiu, et al. “CoLAKE: Contextualized language and knowledge embedding,” 2020.

T A A A

~
[MASK] ﬁﬁother} [ ] EMASK]J

—

\

ydeis abpajmouyy

Mr. Darc ives Elizabeth a letter




When KG meets LLM: Knowledge or Structural Augmented

* More research indicates that introducing various types of internal and external structured signals

during the pre-training phase can improve model performance:

* External structured signal enhancement: For example, incorporating Protein-Protein Interaction (PPI)

information in the training of protein language models.

e Internal structured signal enhancement: For example, expanding the relational information between entities

within sentence samples during sentence pre-training.

Introduce
external
structured
signals to
training corpora

Pre-training graph

Pre-training dataset
2 "[CLSIMGLSLAKHGE..”

i "[CLSJALLSMAKLLGE..”
L5 "[CLSIMGLLALGGGA..”

ng (1 — As1)Lm + AsiLsr
Structure-inducing objective
Ls1 = D(f(x), f(xi))
= D(f(x), f(x;))

Linked

Masking objective
Ly

x “[CLSIMGLS[MASKIGE..

T “[CLSIMGLS &©) GE.."

latentspace lfand only |fthey are Imked in Gy

*  Structure-inducing pre-training. Nature Machine Intelligence 2023.

reStructured Pre-training. 2022

Signals -

Plain Text — Cl
R Tomatoes  — Sentimer nt
Category
Daily Mail - Summary

L Temporal Information
Wikidata T Relation

Entity Typing

s Category

Category Hicrarchy

wikiHow < Goal-step Relation
Summary
Procedure

L Question Generation
Section Title

Wikipedia 4 Entity

L Antoaym
ConTRol.; DREAM;

LogiQA: ReClor; Reading Com-
RACE; RACE- prehension
C; TriviaQA
arXiv - Category
Summarization
Entity
LI Papers With Code  ~-|  Entity Typing

4 Summarization

|

(comupted.text: cor-
rupted_positions; target spans)

(summary; tithe)

(text; one.bullet_point; another.bullet.point)
(text; finst bullet point; second bullet.point)
(text; subject; property; object)

(text: entity: entity.type)
(title_description; category)
(low_category: high_category)

(goal; step headline)
(step.headline; step.description)

(goal; first_step headline;
second_step_beadline)

(title; answer; first_related question)
(titde_description: title)
(answer: title)

(title: first_related question)
(section_text; section title)

(paragraph; entitics)

reStructured Pre-training

(word: sentence: antonym)

Enhance the
internal
structured
signals of
training corpora




When KG meets LLM: Knowledgeable Prompt Tuning

(a) Fine-Tuning for RE
perfounded_by

‘l per:date_of_birth l
’L"'_._;Lilmdm;]

(CLSI ) [£2] [Steve Jabs] / £2] . co-founder of [E:] [Apple] I/E1] . [SEP]

(b) KnowPrompt

no_relatson

peremployce_of

org:founded by
per-date_of_birth
perstasconprovisces_of_residence

—x
[ learnable continuous words

| | entity words

=

)
| masked tokens

relation probabilities

[CLS] [E;] Steve Jobs |/E;). co-founder of [E,] Apple [/E;]. [SEP] Lmb]j LAW;. |p.usn<|

Knowledge Injection

virtual type words virtual answer words -~ L

date ry per:date_of_birth
ry org:founded by
1 perstateorprovinees_of residence

organization

[ Synergistic Optimization |

KnowPrompt

Structured Loss

science, mathematics, biology, science, mathematics, biology,
research, knowledge, physics,

knowledge, innovate, calculation, ...,

physics
mathematics
science
calculation
research

research, knowledge, physics,
knowledge, innovate, calculation, ...
agrobiology, mscience, euclid,

orthogon, einstein, bicacoustics,
chemo, axiom, nomenclature

Label

Construct Knowledgeable Verbalizer Refine Knowledgeable Verbalizer Final Verbalizer

Labels Prediction

science [—1

s o I

ab

physics
mathematics

==
—1
science [

Knowledgeable
Verbalizer

basketball
NBA

(ics]) (A ) (Cmasks ) (question

—————— Template

What's the relation between speed and acceleration?

Original Input

Knowledgeable Prompt-tuning

*  KnowPrompt: Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction. WWW 2022

*  Knowledgeable Prompt-tuning: Incorporating Knowledge into Prompt Verbalizer for Text Classification. ACL 2022



When KG meets LLM: Instruction Construction

* Knowledge graphs can also guide the construction of instruction datasets. For example, the triples in the graph can guide
the setting of Input/Output for instruction templates, and the association signals in the graph can be used to ensure that

the instruction dataset has better logicality, relevance, and structure.

/ KCM
. ; family !
Knowledge to Instruction (T, (O
| \ Triple E
I function .
' MRCPGVSLWG hormone activity |
5 (Task) £ (Task) e me: S e (e AL Lot T 2 o #t
(a) <ﬂ>\) (b) (”?)
(Output) (Output) KG Completion | (-}
Seed Task ¥ Instruction Raw Document o Instruction "~ 7777777 Instruction: I would like a protein. *

r
@ t Input: It enables hormone activity.
Head Prediction ¢ ;404 MHWGTLC..

|

|

|

) l )

|

1 g (Task)
___________________________ @y
(c) : . (Output)

Instruction: I wonder the function.
h-"Q@

Input: MHWGTLC...

Tail Prediction  gutput: Hormone activity.

s i e i

Knowledge Graph 3
[=) v
. - - o .
Raw Document with KCM 3 . ° Instruction Instruction: MHWGTLC...
r ?
h t ¢ Does the protein enable hormone activity?
/ / | * 5 Prop. Dist.
U~ \\ > Triple Input: None
\ ~ /\/

KG Completion B

Classification  Qutput: Since it is in the leptin family,
the answer is yes.

________________________________________

Debiased Sampler

* InstructProtein: Aligning Human and Protein Language via Knowledge Instruction. ACL 2024



KG for LLLM : Inference

Problems during the pre-training phase: Knowledge updating

Dynamic KG integration method

e JointLK: LM-to-KG and KG-to-LM bidirectional attention mechanism

| Answer

/ Answer

A e oke g T :
- - : Attention !

Inference [Dynamlc Pruning| | ! @ i

[ Joint Reasoning Layer ____________________________________ ,
A | "' ------------------------------------ ]

[ KG Encoder + |_LMRep |

L | E
....... = pome——g LM to KG Att '

[ LLM Encoder ] : Y :
; Bt KG to LM Att * :

/ : P :

: i 4 [ KGRe >P> !

[Questlon <SEP> Option | I P wE '

_______________

Y. Sun, Q. Shi, L. Qi, and Y. Zhang, “JointLK: Joint reasoning with language models and knowledge graphs for commonsense question answering,” 2022.
* P. Lewis, E. Perez, A. Piktus, et al, “Retrieval-augmented generation for knowledge intensive nlp tasks,” NeurIPS 2020.

Retrieval-augmented KG integration method

* RAG: Retrieve external KG as LLM input

80 -

) ) Questlon + relevant

Generated answer based
on provided documents




KG for LLM : Retrieval/Knowledge Augmented Generation

e Using a knowledge graph as an external knowledge base during the

inference of pre-trained models

e For example: Rethinking

@) 0
Chain of thought
(b) 0 Explanation + Prediction ]
Chain of thought Rethinking
(C) o Explanation + Prediction ]
ﬁ Retrieval

WE L EZEREFIE LK EG?

ChatGPT

Y

R —

L

Retrieve from KB

K1:3F £ + % 78 (/A JT AT 384-3224F)
BEAETRNPNEEEE

| RUIE fB3E#E20004E ,
W4 T19804:,
M. FRIIAE 2 ves

%—a%mxm&-i# 7]

MR+ ZEATEILAE

Voting with
Knowledge

- -\ Weights
\[? {88 NTCRI3225E I %_L\E%iﬂ
| s °i
TEY i AERZ no

B BRUEAE F1980F | BTN E R H

Retrieve from KB

K:E—ALRABMBYEEHX-20R
BFF19804......



When KG meets LLM: KG-induced CoT

« Utilizing entity association paths from external knowledge graphs to guide LLM in question decomposition,

improving the accuracy of multi-hop question answering.
Question: J

What is the majority party now in the country where Canberra is located?

_____________________________________________________________________________________________

capital of
country

Anthony
Albanese

Prime Minister
of Australia

\
I
I
I
I
1
I
1
I
1
1
1
1
I
1
I
I
1
!

[ — ] [ — ]
m Depth 2 0 05 1.0 T m Depth 3 05 1.0

= citizenship °.—.

<
i Canberra J~capital of
prime

_p
°0unlly s - officeholder
territory governrr;e::t minister
s 7 Prime Minister of
(Austrahan Capntal) C Prime Minister) ( Anthony ) ‘ Armey ’
Territory of Australia Albanese
l—){ Enough Information H

([ Answer [ Reasoning paths

| <:I 1. Canberra -- capital of -- Australia -- prime minister -- Anthony Albanese -- political party -- Labor Party
- Labor Party 'G t : 2. Canberra -- capital of -- Australia -- prime minister -- Anthony Albanese -- occupation -- Politician

! pranars e| 3. Canberra -- capital of -- Australia -- head government -- Prime Minister of Australia -- officeholder -- Anthony Albanese

— " —_t A — e —_ — A —_ 0 —_ A — ] T—_ 5 —_ 51— an —
N —t — e

Depth1 . 8. . :
Gl Y, 7 ek Australian Capital \b?(}f »
o 7 Information Territory [ SO
part of A : -
O country ~ . 4 —.
con\\ne“ \ }

Enough
Information

Australia

L -

- Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph. ICLR 2024.

* Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. 2024



KG for LLM : Interpretability

An important issue with LLLMs: Lack of explainability, affecting applications in critical
KG-based LLM probing and evaluation methods KG-based analysis of LLLM-generated results

* LAMA: Converts knowledge from KG into prompt templates and uses LLM * KagNet, QA-GNN: LLM outputs are explained by KG graph structures
predictions to verify the accuracy of LLM knowledge

---------------------------------------

e o ] KGs -
iPreSident USAE (Obama, § PrOfesS,'On Obama USAE [ TJS;V:I'. ]
; | Profession, | President i
_President) | Question | | | ﬁ
' Fact Generator | ! |
.08 s | = D[ LLms
\ / Obama's ; . :
profession \ 4 1776}
is [MASK]. | s S ’
P l Prediction ( ﬁReasomng Path

PresidentJ‘ L e

---------------------------------------------------------------

* F. Petroni, T. Rocktaschel, S. Riedel, et al, “Language models as knowledge bases?”” EMNLP 2019.
* B.Y. Lin, X. Chen, J. Chen, and X. Ren, “Kagnet: Knowledge-aware graph networks for commonsense reasoning,” EMNLP 2019
* M. Yasunaga, H. Ren, A. Bosselut, et al, “QAGNN: Reasoning with language models and knowledge graphs for question answering,” NAACL 2021



Leveraging Large Models in Knowledge Graph Research

m Knowledge Engineering BY the LLM

. Rich structured and
4 long-tail knowledge

(CJO) Lack of parameterized == el

~~/ knowledge with closed

world assumption

Replace

X

Assist

) Rich parameterized knowledge
4 under open world assumption

LLLM

® G Lack of structured knowledge
~~./ and poor modeling capabilities

: ( for long-tail knowledge

A7 RESOURCES

.

m ..M as resources
 data augmentation

e a form of knowledge source

— ]
BOOSTER

m LM as enablers

e encoders with parameter fine-tuning

e Reading comprehension & QA




LLM for KG : Knowledge Extraction

Knowledge Graph
LLM-based KG Construction Methods Bornin
Joe Biden Pennsylvania

PresidentOf

Entity Recognition

Entity Typing \

Coreference Resolution ‘
United States ﬁ

Relation Extraction
LLM-based End-to-End KG Construction ﬁLM-based Knowledge Graph Construction \

LLM-based KG Distillation Construction
- ‘Ij”‘ politician *

= =

Construct KGs Joe Biden|was born in|Pennsylvania./He | serves as the 46th|President of
Brarck Obama Honolulu the United States].
; . g V Ty
Cloze Question Distilled Triples country |

ed Entity Entity Entity Coreference Relation

Nam
K D Recognition Typing Linking Resolution Extraction j

Obama born in [MASK] (Obama, BornIn, Honolulu)

Honolulu is located in [MASK] D LLMs l:> (Honolulu, LocatedIn, USA) E>
USA's capital is [MASK] (Washingto D.C., CapitalOf, USA) g

Text: Joe Biden was born in Pennsylvania. He serves as the 46th President

Obama Waghicngto of the United States.

* A. Kumar, A. Pandey, R. Gadia, et al, “Building knowledge graph using pre-trained language model for learning entity-aware relationships,” 2020.
* A. Bosselut, H. Rashkin, M. Sap, et al, “Comet: Commonsense transformers for knowledge graph construction,” ACL 2019,



LLM for KG : Knowledge Extraction

time of bi time of bigt",
liated '
orgdnization post ©
y

liated
réfgizuﬁon Schema Old

Schema Old Schema New Schema New

a) Traditional approaches

b) Instruction-based IE

Input: Timothy Cook (born November 1,
1960), is an American business executive. He
currently serves as the CEO of Apple.

Instruction: You are our relation triple detector. Schema Old + Instruction

The provided relation list is {Schema}. Based on
this list, extract relation triples. Which relation
triples might be present in this sentence? If a
relation is missing, output NAN. Please respond in

Schema New + Instruction
the format of (Subject,Relation,Object).

time of birth: November 1, 1960
affiliated organization: Apple

time of birth: November 1, 1960
affiliated organization: Apple

Q

(Timothy Cook ,time of birth,
November 1, 1960) _

affiliated organization, Apple)

affiliated organization, Apple),
post, CEO)



LLM for KG : Knowledge Completion

LLM as Encoder LLM as Generator
g (ﬁr’ t) Query Triple: (h,r,?)
Text Sequence: [CLS] Text;, [SEP] Text, [SEP] Text, [SEP] @
""""""""""""""""""""""""""" Text Sequence: [CLS] Texty, [SEP] Text, [SEP]
MLP 72 T
[ T ] [SEP] Teitt [SEP]
[CLS]|Text), [SEP] Text, [SEP] Text; [SEP] | LLMs (En.) fo>{  LMspe) |
(a) Joint Encoding

MLP [SEP] Text,, [SEP] Text, [SEP)]

LLMs ] (a) Encoder-Decoder PaG
[CLS] Text,, [SEP] Text, [SEP] [SEP]
(b) MLM Encoding [SEP] Te:tt [SEP]
Score Function [ LLMS (De) ]
[ LLMs It LLMs ] [SEP] Text;, [SEP] Text, [SEP]
[CLS]|Text, [SEP] Text, [SEP]  [[CLS]|Text; [SEP]

(c) Separated Encoding (a) Decoder-Only PaG

* Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024



LLM for KG : Knowledge-based Question Answering

core

Answer Reasoner
| LLMs ]

t t 1 ) i

[CLS]| | Question ' |[SEP]| Related Facts [[SEP]| Candidates |[SEP]

Retrieve in KGs t/

KGs ]

=y e
bt

LLM as Entity/Relation extractor

LLM as Answer reasoner [

Entity [Neil Armstrong] Relation
2

* D. Lukovnikov, A. Fischer, and J. Lehmann, “Pretrained transformers for simple Relatlon/entlty Extractor
question answering over knowledge graphs,” ISWC 2019 [ LLMs ]
* Y. Xu, C. Zhu, R. Xu, Y. Liu, M. Zeng, and X. Huang, “Fusing context into
knowledge graph for commonsense question answering,” ACL 2021 *
¢ M. Zhang, R. Dai, M. Dong, et al “Drlk: Dynamic hierarchical reasoning with . ) )
language model and knowledge graph for question answering,” EMNLP 2022 Question: Where was Neil AfmStrOﬂg born in?

* Y. Yan, R. Li, S. Wang, et al, “Large-scale relation learning for question answering
over knowledge bases with pre-trained language models,” EMNLP 2021



When KG Meets LLM: Deep Synergies

Text Corpus Knowledge Graph

e \.
Application + | Search || Recommender || Dialogue Al :
E Engine System System | | Assistant E

Technique  |Prompt Engineering [ Graph Neural Network] In-context Learning]
1\ L
1

[Representation Learning ][Neural-symbolic Reasoning] Few-shot Learning ]

5 « Explicit Knowledge
» Domain-specific Knowledge:

E « Decisiveness : LLMs KGs
: ﬁ\\lmerpretability !
Synergized |
Model [ LLMs ] [ KGs ] 5 @ @
[ Unified Knowledge Representation ]
1+ Huge General Knowledge !
re Language Processing ]
'\: Generalizability ',' @ @
o oo ; [ LLM Objects ][ KG Objects ]
Data E[Structural][ Text ][ e ][ Video } s |
. Fact Corpus ; Training Objects

.................................................

* Pan S, Luo L, Wang Y, et al. Unifying Large Language Models and Knowledge Graphs: A Roadmap[J]. TKDE 2024



When KG meets LLM: Interoperability & Orchestration

KG uses ontology to realize the representation of domain data, knowledge and interaction, and completes completes the automation of the whole

process from real-time data access, knowledge update to user interaction.

Interoperate & Orchestrate

Integrate the following steps into a whole end-to-end process for hyper-automation

. Act
Data Access Knowledge Update Reasoning
- User: chat, speak,
Real-time, dynamic, or Update knowledge via Combine reasoned results TR E
temporal-spatial data access extraction by LLM from KG with those LLM - System: API invoke, send
responses

commands

\ e Task mining L e

« Consistency checking g procedvf‘e
* Process discovery Liine, J——
> * Modeling via simulation ‘
* Case prediction

* Suggestion via history
_J data

NIOIOIN




When KG meets LLM: Interoperability & Orchestration

Business
Engine

Process

Person
Studio
Data

Process

“ Semantic Center ,—?@

Process

Data

Data _ Knowledge Graph Document

1
I
'

I

Robot Studio

Data Application

Downstream
Tasks

Application
Process
Data

RPA + Tool use

New Task (Physics QA) Answer this high-school physics question
Input: Hector yanks on the chain with a 72.0 N force at an angle of 35.0° above the horizontal. Determine the horizontal components of the tension force.

Code CoT-style Search Arithmetic String
operations reasoning operations

¥
\—’L TASK LIBRARY <]

Solve these arithmetic problems using python code
Input: Viola had 167 breads. Nancy took 137from him. How
many does Viola have now?
Q1: [generate code] Write down arithmetic as python code
#1: viola_bought = 167, nancy_took = 137
ans viola_bought - nancy_took
Q2: [code execute] Execute snippet #2: 30 Q3: [EOQ] Ans: No

Does the sentence contain an anachrornism? Yes/No.

Input: President George H. W. Bush called his generals at the outset of the

Gulf War.

Q1: [search] When was President George H. W. Bush, president?
#1: George H. W. Bush's tenure started on January 20, 1989,
and ended on January 20, 1993.

e TOOL LIBRARY GO g|€

Input: Hector yanks on the chain with a 72.0 N force at an angle of 35.0° above the horizortal.
Determine the horizontal components of the tension force.
Q1: [search] What is the formula for the horizontal component of the tension force?
#1: The formula for the horizontal component of the tension force is Tcos6. The horizontal
‘component (Fx) can be calculated as Ftens*cosine(8) where 8 is the angle which the force make
\s with the horizontal in radians.
Input: ... Q1: [search] ...
LLM L #1: ... can be calculated as Ftens*cosine(8)where 8 is .
“\ Q2 [generate code] Use the formula Fx = Ftens* oosme(e) to solve: Hank ..

#2:T =72.0, theta = 35.0
g OpenAl Codex
Input: ...Q1: [search] ...#1

radians= math.pi*theta/180
Fx = T*math.cos(radians)
Q2: [generate code] Use the formula Fx = Ftens*cosine(8) to solve: Hank ...

Q2: [search] When was the Gulf War fought? #2: The Gulf War was a 1990-1991 #2: ... Fx = T*math.cos(radians)

Q3: [subquestion] Could these entities have co-existed? #3: Yes. Their time

periods intersect.

Q4: [generate output] Is this an anachronism? #4: No Q5: [EOQ] Ans: No

Q3: [code execute] Execute the python code and get the value of "Fx"

#3: 58.9789
Q4: [EOQ] Ans: 58.9789 & python

Adaptive Routing

Input Text

N

Language Model (J-1)

. Input Adapter

> © B KB

Weather APL Currency Wiki APT Calendar
r 7 =]
- —
Databose Calculotor

Additional Experts

Language Model (J-1)

~

OQutput Text



Retrieval/Knowledge Augmented Generation Whole Picture

Relevant © | Building
knowledge/content "l prompts

i

- Online Sl e

o
=

S5
o

| Domain/General
! LLM

. Knowledge extraction -
| N Rule learning
: Domain Data ity g Multi-modal
A Multi-modal Domain KG
1

A

alignment

_______________________________________________________________________________________________________________________________________________________________________




KG Copilot Engine

X/

* KG for unified knowledge modeling
% Multi-modal data

«*  Multi-source data

1. Query/Prompt

APP

<
N

6. Response/Act

% KG for unified programming as a semantic gateway

< LLM + KG + Tool

a. Prompt build
b. refinement

% KG for automatic prompt building and result checking

% Pre-processing grounding

% Post-processing grounding

Mining & Reason
(BI/KDD/Reasoning)

Data/Knowledge
(DB/Doc/Files/GIS/...)

2. Pre-processing

KG

3. Modified Prompt

Copilot

Reason

Unified View

5. Post-processing

° a0 o

4. LLM response m

Fact checking
Data query
Tool invoke
Reasoning
Result fusion

Tool Hub
(API/Model/Command/...




The Rise of LLM
The Development of KG

The Emerging Paradigm
OpenKG

Conclusion and Outlook

R




OpenKG

Established in 2015, it initially
aimed to promote the world's
largest open knowledge graph
centered on Chinese. By 2023, the
goal has evolved to, through an
open, collaborative, sustainable,
and scalable approach, build a
globally leading knowledge graph
ecosystem 1in the era of large
models, providing intelligent
knowledge services for various
industries and promoting the
sharing and enhancement of
knowledge value.
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OpenKG: Full Stack Tools
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OpenKG: Tools, Models and Agents
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OpenKG: Open RAG

Modular RAG

Naive RAG Advanced RAG

inheritance and development of RAG paradigms

RAG Flow

The selection and arrangement of different modules and

operators within the modules constitute RAG Flow, thereby

identifying typical RAG Flow patterns.

3 Tuning Stage 4 Inference Stage

e Retriever FT ) Sequejn.tial
e (Conditional
e Generator FT e Brach

e Dual FT * Loop

RAG FLOW
PATTERN

Indexing

Chunk Optimization

Small-to-Big
Sliding Window
Summary

Metadata Attachment

OPERATOR

Retrieval

MODULE

Retriever Selection

Sparse Retriever
Dense Retriever
Mix Retriever

OPERATOR

MODULE TYPE

Post-Retrieval

Rerank
Rule-Based

Model-Based
LLM-Based

OPERATOR

TUNING STAGE

MODULE

Structural Organization

Hierarchical Index

KG Organization

OPERATOR

MODULE

Retriever Tuning

SFT
LSR

RL
Adapter
GreaaToR

Compression/Selection

(Long)LLMLingua
Recomp
Tagging-Filter
Selective Context
LLM-Critique
oFtRATOR

Retriever FT

Pre-Retrieval

Query Routing

Metadata Filter

Metadata Router/Filter

OPERATOR

Query Transformation

Rewrite
Step-back Prompting
(Reverse) HyDE

OPERATOR

Generation
Generator

Cloud APl-base
On-premises

Orchestration

Scheduling

Rule-base
Prompt-base
Tuning-base

OPERATOR

Generator FT

Query Expansion
CoVe

Multi Query
SubQuery
GPtRATOR

Query Construction

Text-to-cypher
Text-to-SQL
OPERATOR

Generator Tuning

SFT
RL
Dual FT

OPERATOR

Fusion

Possibility Ensemble
RRF

Dual FT

INFERENCE
STAGE

Sequential
Pattern

Conditional
Pattern

Branch
Pattern

Loop
Pattern



OpenKG: SPG and LLLM bidirectionally driven controllable Al

— Building next-generation industrial-level cognitive engine

SPG-based Knowledge Graph Engine

Service access and Application Framework

Domain Knowledge Graph solutions

Antl-mOI}ey S . Company Medical
Laundering Evolutionary Knowledge Graph Knowledge Gra
Knowledge Graph Knowledge Graph g P g p

Semantic representation and Programming Framework

nowl?dge . Entity nowledge Logical rule Graph L .
xtraction Linking unsion reasoning raph Learning

Knowledge Construction pipelin¢ KG Learning and Reasoning

SPG

Semantic
Framework

— LLM and SPG daul-drive applications —

SPG-enhanced LLM Controllable AI Framework

Storage and Computing Engine

Knowledge Graph Storage and Computing Adaptation Layer

SPG and LLM Object Alignment

LLM-driven SPG Knowledge Construction Pipeline

Foundation Models

Domain knowledge based

SFT/RLHF and Reasoning




OpenKG

EasyEdit

Knowledge acquisition

S I': DeepKE
Knowledge Extraction Tool
Knowledge verification
Knowledge instruction

Tool ¢ B
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Semantic Gap Knowledge

Environmentally
embodied perception
Tool learning
Multi-agents

collaboration
Language
Consciousness Appllc ation
Gap Cognitive Gap *
Knowledge augmentation S Cien ce ‘

Knowledge editing AN
Value alignment T “

‘ Language as "form', knowledge as "heart", graph as "skeleton" '
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Knowledge In LLLM Era — Knowledge and General Intelligence

~G Gosrd G s Open-Source Commonsense knowledge with
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Single model handling
multiple tasks and generalizing
to new tasks

Integrated reasoning
capabilities across
multiple domains and
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Wikipedia

Opensource Code_-
General Intelligence

Both existing large language models and traditional knowledge graphs attempt to establish a shared knowledge base for general intelligence by

leveraging the vast amount of open knowledge accumulated on the internet over time

Implication




Knowledge In LLLM Era — Knowledge and General Intelligence

Focus on scale & has high coverage Focus on presentation & has high accuracy

U 4

Knowledge Augmentation @
[ Language Models ’ ‘ Knowledge Graphs ‘]

77 J Language Enhancement \‘

Advantages Neural Symbolic Advantages

Representation Representaion

Extensive knowledge coverage No hallucinated Knowledge

Stronger task generalizability World More accoutable reasoning

Knowledge

Machine friendly Human friendly

Compressing ‘
Describe Extraction

Human Languages

Large Knowledge Models: Perspective and Challenges. 2024

g beisa The complementarity and mutual enhancement between symbolic knowledge and language models have significant research

importance and practical value.



The Rise of World Model

Broca Wernicke
l Short-term memory | Long-term memory |
B B
I
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CodelInterpreter () II¢ Tools Agent | Planning

action

Chain of thoughts

Front Left Side View Back ’ percept

LeCun (2022)

Subgoal decomposition I

Theory of Mind: Reasoning about hidden mental
variables that drive observable actions

- Autoregressive large language models
(at best) only approximately approach the
functions of the Wernicke and Broca
areas of the brain.

LT i (" Netio What about the prefrontal cortex?
R AN 3 sy - Current Al technology is (still) far from
i = human-level intelligence.
Belief _ _
Belief: The chair was not moved - Autonomous intelligence: configurator,
False belief perception, world model, cost, and

caused by the person on the right participants



The Role of Knowledge and Memory
Knoweldge and Memory

The Emerging Agent Al Paradigm for Multi-modal and Cross-Reality AGI
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World Model — Baby Learning

From Baby Talk to Baby A.lI.
Could a better understanding of
how infants acquire language help
us build smarter A.I. models?

Grounded language acquisition through the eyes and ears of a single child, Science 2024



Knowledge Offloading
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Scaling in the service of reasoning & model-based ML
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use some data to learn the world
model, and some data to learn the
inference machine.

Intelligence = Knowledge + Inference

Large Language Model

Model for Model for
Knowledge Reasoning

o

LARGE GPT RETRO

o

- J

e,
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Language World Knowledge Language World Knowledge
Information Information Information Information
- J

DeepMind’s RETRO (Retrieval-Enhanced TRansfOrmer)



Building the Next Generation Knowledge Engineering

m Goals of Knowledge Engineering

— Knowledge accumulation and reuse, knowledge reasoning and decision-making

m Impact of Large Models on Knowledge Engineering

— Knowledge 1s not limited to symbolic representation, symbolic reasoning capabilities
can be achieved through parameterization

m Future Research in Knowledge Engineering: Embracing Large Models
— KG for LLM : Knowledge augmentation for large language models

— LLM for KG : Leveraging large language models to achieve better knowledge
accumulation

— LLM + KG : Exploring the synergy between large language models and knowledge
graphs to establish a "new symbolic system"



CiteScore  CiteScore rank & trend  Scopus CiteScore rank 2023 ©

. (04 . o 0 . ISSN 2096-7004 Category Rank Percentile
.. oo CN 10-1626/G2
S Citesco re 2023 Computer Science

L Computer Science Applications #24/817 73rd

Inte" ence 1,158 Citations 2020 - 2023 ,
Ig (Quarterly) 6.6 = Lomeuter ¢ #107/394  mmm— 72nd

[
175 Documents 2020 - 2023 Information Systems

Calculated on 05 May, 2024 Computer Science
L Artificial Intelligence

#119/350 == 66th

Data Intelligence (DI) is dedicated to promoting the widespread dissemination and in-depth exchange of the latest research
findings and technological advancements in data science, artificial intelligence, and their cross-disciplinary applications. DI
fosters close cooperation between the academic and industrial communities by publishing high-quality research papers, review articles,
technical reports, case studies, best practices, and various data resources, thereby accelerating the innovation and application of data
intelligence technologies and contributing to the development and progress of the field.

Advisory Board

Deborah L. Sir Nigel Richard
McGuinness  Shadbolt

Deyi Li

Barend Mons

Co-Editor-in-Chief

Jim Hendler Zhixiong Zhang  Guilin Qi Heng Ji Haofen Wang



Thank you




