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The Wave towards AGI by LLM

O
Examples

"Explain quantum computing in
simple terms" =

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" -

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

JA

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

ChatGPT is a generative conversational
pre-trained large language model
launched by OpenAl in November 2022.

It interacts through conversations, which
enables it to answer follow-up questions,
acknowledge mistakes, challenge incorrect
assumptions, and refuse inappropriate
requests.

ChatGPT
/ \Transformer

Generative
Pre-trained



The Wave towards AGI by LLM

ChatGPT

Input

Andrew is free from 11 am to 3 pm, Joanne is free from noon to 2 pm and then 3:30 pm
to 5 pm. Hannah is available at hoon for half an hour, and then 4 pm to 6 pm. What are
some options for start times for a 30 minute meeting for Andrew, Hannah, and
Joanne?

Output Output

Here is a list of their availability: Andrew: 11am - 3 pm
- Andrew: 11am to 3 pm Joanne:12pm-2pm, 3:30 pm -5 pm
- Joanne: noon to 2 pm, and 3:30 pm to 5 pm Hannah: 12 pm - 12:30 pm, 4 pm - 6 pm
- Hannah: noon to 12:30 pm, and 4 pm to 6 pm
Common availability for a 30-minute meeting: 12 pm - 12:30 pm
Based on their availability, there is a 30-minute window where all three of them are
available, which is from 4 pm to 4:30 pm. So, the meeting can be scheduled at 4 pm.l

ChatGPT has gained attention for providing detailed and clear answers in many areas, but it has

some drawbacks such as inaccurate facts and poor timeliness.
On March 15th, 2023, GPT-4 was launched, which is more fluent, more accurate, and supports image

understanding.




The Wave towards AGI by LLM

AGI (Artificial General Intelligence)

~ ~
sl 5 Gshara W mT5 Open-Source
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BERT ViT Whisper that a human being can GPT-3 Codex DALL-E2 ChatGPT Fig. 1. A timeline of existing large language models (having a size larger than 10B) in recent years. We mark the open-source LLMs in yellow color.
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Credit by Nan Duan, MSRA A Survey of Large Language Models, 2023



The Emergent Abilities of LLM

IT is only when the size of a model reaches a certain threshold that its capabilities such as cross-domain
transfer and complex reasoning emerges.
The evolution of large language models at Google, DeepMind, and OpenAl generally involves three stages:

pre-training, instruction tuning, and alignment.

Scaling law Emergent abilities LLM Model Families
Model performance increase Certain abilities only exist when model o
linearly requires model scale scale large enough (other conditions l Pretraining l Pretraining
increase exponentially (other being the same) Pretrainin GPT3
conditions being the same) PalLM l &
Instruction Gopher/ B
Log-linear { Tuning Chinchilla + Tuning
Instruction InstructGPT
FlanPalLM l Tuning&
Alignment Alignment Alignment
v
— v Sparrow
0.B 1B 10B 100B 1000B olB 1B _10B 100B 1000B = P ChatGPT
X-axis: model params. / pretraining tokens/ fine-tuning tokens/ input context window/ DeepMind
type of instruction/ outside memory Google PaLM Gopher/ Chinchilla OpenAl GPT
Y-axis: in-context perf. / zero-shot perf/ fine-tuning perf./ in-dist. perf./ OOD perf.

Pre-training, Instruction Tuning, Alignment, Specialization: On the Source of Large Language Model Abilities



Take a Closer Look at GPT Series

Time

2017.6

2018.6

2019.2

2020.5

2022.2

2022.11.30
2023.3.15

Pre-training —— Fine tuning — Prompt tuning — In-context Learning —— Instruction tuning —>

Corp

Google

OpenAl

OpenAl

OpenAl

OpenAl

OpenAl
OpenAl

Paper/Model

Attention is all you need

Improving Language Understanding by
Generative Pre-Training

Language Models are Unsupervised
Multitask Learners

Language Models are Few-Shot
Learners

Training language models to follow
instructions with human

ChatGPT
GPT-4

Milestones

Transformer

GPT-1

GPT-2

GPT-3

InstructGPT

GPT-3 Series

GPT-3.5 Series

l Large-scale language model pretraining
Training on code

[ — GPT-3 Initial ] Instruction tuning

Davinci

Codex Initial InstructGPT Initial
Code-davinci-001 Instruct-davinci-beta
Code-cushman-001 Text-davinci-001

l LM + code training then instruction tuning

Code-davinci-002
l Supervised instruction tuning

RLHF 1— Text-davinci-002 ﬁ RLHF

Text-davinci-003 ChatGPT

Reinforcement Learning
from Human Feedback




Take a Closer Look at Different Key Technologies

sea otter => loutre de mer

peppermint => menthe poivrée

cheese =>

Fine-tuning

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sam) IeZ from our
P! Explasn the moon
prompt dataset. landing to a 6 year old
Y
Alabeler
demonstrates the @
desired output 73
behavior. e Ce e
to tha moon
|
\J
This data is used sFT
to fine-tune GPT-3 2R
with supervised '\.\5'2{/'
learning. 2

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model

Explain the moon
landing to a 6 year old

e

RLHF

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output,

The reward model
calculates a
reward for

the output,

The reward is
used to update
the policy
using PPO.

Model Input
Translate English to French:

sea otter => loutre de mer

peppermint => menthe poivrée

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

plush girafe => girafe peluche

cheese =>

Kdo they have?

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

J

Translate English to French:

cheese =>
Enswer is9. ¢

A THE GafeaHaad 23 SpNes oglialy: THoy Used

20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The

J

Few-shot prompting

Finetune on many tasks (“instruction-tuning”)»

' Input (Commonsense Reasoning)  Input (Translation)
kal Here is a goal: Get a cool sleep on Translate this sentence to
=] summer days. Spanish:
\ How would you accomplish this goal? = The new office building
/;;"% ” OPTIONS: was built in less than three
pv- -Keep stack of pillow cases in fridge.. Months.
v -Keep stack of pillow cases in oven. Target
Once upon et Target El nuevo edificio de oficinas
v keep stack of pillow cases in fridge se construyd en tres meses.
@@ Sentiment analysis tasks
\ Coreference resolution tasks
r, 7

CoT prompting

Inference on unseen task type

In Natural Language Inference

Premise: At my age you will probably
have learnt one lesson.

Hypothesis: It's not certain how many
lessons you'll leamn by your thirties.

Does the premise entail the hypothesis?

OPTIONS:
-yes ' | -itis not possible to tell | -no

ELAN Response

It is not possible to tell

Instruction-tuning



LLM as a Basis for Providing Interfaces

« Zero/few shot prompting

M In-Context Learning
b In Context Lea rnlng Whatcolorn‘ ) h
3 4.4, What
Summarization isthe " & coIZr ’
panda? B | Yellow
. Summarize the Black and 4 | Multi-Turn Dialogue
: TR dog? 8
) I n St ru Ct I O n following text white ‘
General-Purpose Interface
Tasks Machine Text Image ] (. L [Cho ]
. . . . USSR 12
Translation ) Summarization ) Generation ) [ General-Purpose Interface m —
T I o pomn  —— il o
. ) - [ Language ] D [ Vision L [ Multilingual ] Ialn :a fmodelin
Nt si
Q: What's this? 0N coveal?
Al
Determine the
Visual Question S s coach gnd athletic
Instruction Following m Cross—Lir_\guaI
ith Fi d Model: Question
Inte rfa Ce S Wi etune S Classification Answering
:Sent A : Article B
Source: Language Models are General-Purpose Interfaces
Finetune on many tasks (“instruction-tuning”)
Input (Commonsense Reasonin Input (Translation
Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
SIS uyS. Epet: Input (Natural Language Inference)
How would you accomplish this goal? | The new office building BT AT ;
e . y age you will probably
OPTIONS: was built in less than three A I R
-Keep stack of pillow cases in fridge. months. Hiiclasi 04 ot carial Tiow ey
-Keep stack of pillow cases in oven. Target > lessons you'll lear by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construyd en tres meses. OPTIONS:
- - -yes | | -itis not possible to tell ' | -no
LLM Sentiment analysis tasks
= FLAN Response
Coreference resolution tasks . -
It is not possible to tell
Source: Finetuned Language Models Are Zero-Shot Learners




The Programming of LLM: Prompt Engineering

« A prompt is composed with the following components:

Prompt
® I n Str u Ct| 6 i b e : BEEN Aol This is a move review sentiment classifier.
E Review: | loved this movie!
- Context : crampia 1 GETDlloved s
: This review is: = Positive
® |ﬂput data """""""""""""" : 5 What a waste of time.
xample 2

This review is: = Negative

| enjoyed this movie.
This review is: (D

. Output indicator

Current Input

=7
30
[ &
=

Language

Model

Completion

Classify the text into nelutral, negative or positive Output
; POSitiVe ( ........................
Text: I think the food was okay.

4, Sentiment:

L EELERREE o

An example bringing together the various components of a prompt. We can also repeat the task
description with each example to emphasize the instruction to the model.

A Guide to Prompt Engineering



The Programming of LLM: Prompt Engineering

Chain-of-Thought

Few-shot Promptin Prompting
Standard Prompting W pting

Q: Natalia sold clips to 48 of her
friends in April, and then she sold half
as many clips in May. How many
clips did Natalia sell altogether in April
and May?

Q: Natalia sold clips to 48 of her
friends in April, and then she sold
half as many clips in May. How
many clips did Natalia sell
altogether in April and May?

Q: Natalia sold clips to 48 of her
friends in April, and then she sold
half as many clips in May. How
many clips did Natalia sell

altogether in April and May?

C: Natalia sold 48 / 2 = 24 clips in
May. Altogether, Natalia sold 48 +
24 =72 clips in April and May.

A: The answer is 72.




The Programming of LLM: Prompt Engineering

Zero-Shot

Self-Consistency
Chain-of-Thought
. Involves adding "Let's think step by step" to the original e B N
prompt ;\?ewgr::?\r‘:o:v]i(iislglizze:?dig{:er we have 21 trees. The difference must be the

number of trees they planted. So, they must have planted 21 - 15 = 6 trees.
The answer is 6.

I went to the market and bought 10 apples. I gave 2 apples Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many
to the neighbor and 2 to the repairman. I then went and cars are in the parking lot?
bought 5 more apples and ate 1. How many apples did I A: There are 3 cars in the parking lot already. 2 more arrive. Now there are

3 4 3+ 2 =05 cars. The answer is 5.
remain with?

11 apples

Q: Olivia has $23. She bought five bagels for $3 each. How much money does
she have left?
A: She bought 5 bagels for $3 each. This means she spent 5

I went to the market and bought 10 apples. I gave 2 apples
to the neighbor and 2 to the repairman. I then went and Q: When I was 6 my sister was half my age. Now I'm 70 how old is my sister?
bought 5 more apples and ate 1. How many apples did I B

remain with?

+ Let's think step by step. When I was 6 my sister was half my age, so she was 3. Now I am 70, so she

is 70 - 3 = 67. The answer is 67.

First, you started with 10 apples.

You gave away 2 apples to the neighbor and 2 to the
repairman, so you had 6 apples left.
Then you bought 5 more apples, so now you had 11 apples.

When the narrator was 6, his sister was half his age, which is 3. Now
that the narrator is 70, his sister would be 70 - 3 = 67 years old. The
answer is 67.

Finally, you ate 1 apple, so you would remain with 10
apples.

When the narrator was 6, his sister was half his age, which is 3. Now
that the narrator is 70, his sister would be 70 - 3 = 67 years old. The

answer is 67.

Output 3 Output2 Output 1

Source: Large Language Models are Zero-Shot Reasoners




The Programming of LLM: Prompt Engineering

Chain-of-Thought (Wei et al., 2022) Program-aided Language models (this work)

—{ Input ) —{ Input )}
\ Q: Roger has 5 tennis balls. He buys 2 more cans of \

tennis balls. Each can has 3 tennis balls. How many

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls does he have now?
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? A’ Roger started with 5 tennis balls.

tennis _balls = 5

A: 2 cans of 3 tennis balls each is

[ERRISIBalS. The answer is
Q: The bakers at the Beverly Hills Bakery baked 200 answer = tennis balls + bought balls
loaves of bread on Monday morning. They sold 93 loaves - -
in the morning and 39 loaves in the afternoon. A grocery Q: The bakers at the Beverly Hills Bakery baked 200
store returned 6 unsold loaves. How many loaves of loaves of bread on Monday morning. They sold 93 loaves
bread did they have left? in the morning and 39 loaves in the afternoon. A grocery

store returned 6 unsold loaves. How many loaves of bread

\_ j Qid they have left? j
/A@ . e

A: The bakers started with 200 loaves

loaves baked = 200

loaves_sold morning = 93
x loaves sold afternoon = 39

The answer is 62.

A

J loaves_returned = 6

The answer is

answer = loaves_baked - loaves_sold morning
- loaves_sold afternoon + loaves_returned

>>> print(answer)]
N Y,

Source: PAL: Program-aided Language Models




A { (1) Hotspot QA }

.

Question: Aside from the Apple Remote,

what other device

can control the program Apple Remote was originally
designed to interact with?

(_[ (la) Standard ] N
Answer:

iPod
. X

/{ (1b) CoT (Reason Only) ]\

Thought: Let's think step

by step. HpplelRemote was!

- So the answer is

iPhone, iPad, and iPod discontinued media center
Touch software ..
Answer: iPhone, iPad, iPod
d J Act 4: Finish([yes] x
\?ouch D,

{ (l1c) Act-Only }—\

Act 1l: Search[Apple Remote]
Obs 1: The Apple Remote is a
remote control ..

Act 2: Search[Front Row]
Obs 2: Could not find [Front

Row]. Similar:

Act 3: Search[Front Row
(software) ]

Obs 3: Front Row is a

The Programming of LLM: Prompt Engineering

ra { (1d) ReAct (Reason + Act) J

Thought 1: I need to search Apple Remote and find the

program it was originally designed to interact with.

Act 1: Search[Apple Remcte]

Obs 1: The Apple Remote is a remote control introduced in

October 2005 by Apple .. originally designed to control the
program ..

Thought 2: Apple Remote was originally designed to control
the Front Row media center program. I need to search

next and find what other device can control it.
Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar:
Seat to Earth', 'Front Row Motorsports','

LB

[ '"Front Row

Thought 3: Front Row is not found. I need to search -

Act 3:
Obs 3:

Thought 4:
So the answer is

keyboard function keys.
Act 4: Finish|

Search| ]
Front Row is a discontinued media center software ..

keyboard function keys ]
e \//

Source: ReAct: Synergizing Reasoning and Acting in Language Models




The Programming of LLM: Prompt Reasoning

Single-Stage

/6: There are 3 cars in the parking lot and 2
more cars arrive. How many cars are in the
parking lot?

C: There are 3 cars in the parking lot already. 2
more arrive. Now there are 3 + 2 = 5 cars.

A: The answer is 5.

Q: Roger has 5 tennis balls. He buys 2 more
cans of tennis balls. Each can has 3 tennis balls.

How many tennis balls does he have now?
b 4

v
Language Model
v

~ C: Roger started with 5 balls. 2 cans of 3
tennis balls each is 6 tennis balls. 5 + 6 = 11.
A: The answer is 11.

4

Sensitivity of in-context learning

complexity. diversity, explicity

GSM8K MathQA MultiArith
In-distribution 585 Noisy-labeled Transfered prompt
41.8
505 5o | il R
/\; ] /\QG
4 8_2_,_...93/
Simple Complex Simple Complex Simple Complex
2 4 6 9 2 5 10 2 4 6 9

Figure 2: Validation set performance. X-axis means reasoning steps and y-axis means accuracy.
More reasoning steps in prompts overall achieve higher accuracy when prompts are in-distribution
(left), noisily labeled (middle), and out of distribution (right).

A simple and direct improvement on CoT methods. Existing work has
shown that in-context learning is very sensitive to the order and quality of
the examples contained in it. A very small change may cause a large
decline in the effect of the model. To further optimize CoT, an intuitive
method is to make its examples more complex, diverse or discriminative.

Complexity-Based Prompting for Multi-step Reasoning, ICLR 2023



The Programming of LLM: Prompt Reasoning

Stage-1

Q: There are 3 cars in the parking lot and 2
more cars arrive. How many cars are in the
parking lot?

C: We should first know "How many cars are in
the parking lot already?"

Q: Roger has 5 tennis balls. He buys 2 more
cans of tennis balls. Each can has 3 tennis balls.
How many tennis balls does he have now?

v
Language Model
¥

C: We should first know "How many tennis
balls does he have already?"

» How many cars arrive?

-

Multi-stage

Stage-2

Q: There are 3 cars in the parking lot and 2
more cars arrive. How many cars are in the
parking lot already?

C: There are 3 cars in the parking lot already.

"Q: Roger has 5 tennis balls. He buys 2 more
cans of tennis balls. Each can has 3 tennis
balls. How many tennis balls does he have
already?

v

Language Model
\

C: He has 5 tennis balls already. How many )
tennis balls he buys?

Stage-n

Q: There are 3 cars in the parking lot and 2 more
cars arrive. There are 3 cars in the parking lot
already. 2 cars arrive. How many cars are in the
parking lot?

C: There are 3 +2 =5 cars in the parking lot.

L A: TheanswerisS._ _ _ _ _ __ _____._.
Q: Roger has 5 tennis balls. He buys 2 more cans
of tennis balls. Each can has 3 tennis balls. He has
5 tennis balls already. He buys 2 x 3 = 6 tennis balls.
How many tennis balls does he have now?

v
Language Model
\2

C: He has 5 + 6 = 11 tennis balls now.
A: The answer is 11.

Just like human-like reasoning, we always
need to iterative reason given a complex
problem. Inspired by it, a multi-stage method
reduces a problem into sub-questions and
sequentially solve them.

Stage 1

Stage 2

Subquestion 1 —

Append model
answer to
Subquestion 1

_| A:lttakes Amy 4 minutes to climb and 1

Problem Reduction

A: To solve “How many times
can she slide before it
closes?’, we need to first
solve: “How long does each
trip take?”

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Language
Model

Sequentially Solve Subguestions

N

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1= 5. So each trip
takes 5 minutes.

Language
Model
—\Q: How long does each trip take?

® .

It takes Amy 4 minutes to climb to the top of
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

A: The water slide closes in
15 minutes. Each frip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

Q: How long does each trip take?
Language

minute to slide down. 4 + 1 = 5. So each trip Model

takes 5 minutes.

Q: How many times can she slide before it

Subquestion 2 —

closes? /

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models 2022



The Programming of LLM: Prompt Reasoning

Decomposed Prompting

QC: Concatenate the first letter of every word in "Jack Q: What are the words in "Elon Musk Tesla™?

Ryan" us'ng spaces A: [ Elon", "Musk", "Tesla ]

Q1_. ['spllt] '}/\{'hat ar"e the words in "Jack Ryan"? I s B Taats T e

#1: ["Jack". "Ryan"] _ _ A ['C". " ]

Q2: (foreach) [str_pos] What is the first letter of #17? split

#2:["J", "R"]

Q3: [merge] Concatenate #2 with spaces Q: Concatenate ['n", "i", "e"]

#3:"J R" £ nia’

Q4: [EOQ] Q: Concatenate ["'n", "i", "c", "e"] using spaces
A:"nice"

= 2
00| 0 ||| axiEsic-am || 0| @pic:

eee oo eoe eee A vee B
Standard Chain-of-Thought Decomposer Prompt Sub-Task Handlers
Prompting Prompting

Decomposed Prompting

For different types of sub-questions, design specific prompts so that
each type can be solved more precisely

Decomposed Prompting: A Modular Approach for Solving Complex Tasks 2022



The Programming of LLM: Prompt Reasoning

Self-optimization
Self-Optimization “Usually a hamburger with friends
CE A A EAAL A AR REEAATREER S ~ indicates a good time.”
s (Roger startedwith5 \ [ —=———\t-~-=-=-=-=-~ & Select-1 » 4
 balls. 2cans of 3 'E):fhe answer ! \ Explanation-Level
o “tennis balls eachis 6 " 271 is11. | : I //'v
/Q: There are 3 cars in the parking lot and 2 e I_Jaﬂs._S_+_6_= _1_1-_0_ S et ! i /’/’ /‘
more cars arrive. How many cars are in the ' ! b o4 P 4 P—
parking lot? Mirative-Ontliikzats I Ensemble- 1 £ e D . “ "=\ Acceptability
C: There are 3 cars in the parking lot already. em o= _R_erfn shipoiod el T [ A Optimization : Predictions
2 more arrive. Now there are 3+2=5cars. | | oger has 5 balls already. ! : g
A: The answer is 5. —>: LM —>»Hebuys2 x 3 =6 more. So:Thei:::wer > Theisa:;swer 1
-------------------- : he has 5 + 6 = 11 balls now: - I - '
Q: Roger has 5 tennis balls. He buys 2 vl [_ _finetune J . y. : TS / T0
more cans of tennis balls. Each can has 3 :' i )
. tennis balls. How many tennis balls does | Roger has 5 tennis balls. ! Filter Model
“he have now? 4 “—> He buys 2 more cans. So |;rhei:nzs?wer — ,' & & & L K (0
he has 5 + 2 =7 now. STONa— ¢ i h 3§ —> Acceptability
= & % Labels
. . . greedy I I —
Both single-stage and multi-stage methods focus on the input
A : : : A GPT-3 DaVinci
optimization during prompting, we can also optimize the [
1 1 1 1 “When eating a hamburger with friends, what is
output of LLM. Since reasoning is the key of CoT prompting, 4 omencatng abamburgerwithrinds

self-optimization involves refinement or filter modules to ,{ Instance + Explanation Prompt
optimize the reasoning paths during post-processing.

Reframing Human-AI Collaboration for Generating Free-Text Explanations, NAACL 2022

Evaluation

Filtering Acceptable

(101

Explanations



The Programming of LLM: Prompt Reasoning

Chain-of-thought
prompting

Self-consistency

ﬁ): If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=5cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

* Y

Ensemble-Optimization

Greedy decode

Language
model total she sells 7 * $2 = $14 per day.

The answer is $14.

This means she uses 3 + 4 =7 eggs every day.
She sells the remainder for $2 per egg, so in

The answer is $14. ’

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths
to aggregate final answers

She has 16 - 3-4 =9 eggs |

left. So she makes $2* 9= | The answer is $18.

~ i

= $26 per day.

Language }

$18 per day. | ) \\

| B\
This means she she sells the 1
remainder for $2 * (16 - 4 - 3)I The answer is $26. Y

model

She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |
she bakes muffins, so she
has 13 - 4 = 9 eggs left. So

shehas9eggs *$2=$18. |

I The answer is $18.

J The answer is $18. }
N

All roads lead to Rome, reasoning
problems often have more than one path
to the correct answer, and there are often
multiple solutions to a problem, thus
resulting in an ensemble optimization
method, represented by Google ‘s self-
consistency. It uses sampling methods
commonly used in the generative
decoding process, such as temperature,
top-k, etc., to allow the language model
to generate multiple paths, and
summarize the answers of all paths to
generate the final answer

Self-Consistency Improves Chain of Thought Reasoning in Language Models 2022



The Programming of LLM: Design Patterns of Prompts

y y
. .
LM LM |
ru— . . input-dependent prompt tuning
P X p(x) x
+
Prompt
Generator
+
(@) b) X textual recursive LM
y y
+ +
, LM LM
4 Selgct T A “
LM Cand'datepz Connector
: t
+ +
P X LM LM
St 1 x
(@) v . X (©)

y
A

small fine-
tuned reader

A
20,000
tokens

X

100 documents
f

Retriever
$

@ X

retrieve—read

neural recursive LM

STANDING ON THE SHOULDERS OF GIANT FROZEN LANGUAGE MODELS 2022

y
*
2,000 +
tokens X
Re-ranker
1 20,000
X tokens
100 documents
*
Retriever
*
(b) X
re-rank



The Ecosystem of LLM

ChatGPT Plugins

Expedia
Bring your trip plans to life—get there, stay there, find
things to see and do.

K.

Klarna Shopping

Search and compare prices from thousands of online
shops.

Speak

Learn how to say anything in another language with
Speak, your Al-powered language tutor.

&

FiscalNote

Provides and enables access to select market-leading,
real-time data sets for legal, political, and regulatory
data and information.

Milo Family Al

Giving parents superpowers to turn the manic to
magic, 20 minutes each day. Ask: Hey Milo, what’s
magic today?

Wolfram

Access computation, math, curated knowledge & real-
time data through Wolfram|Alpha and Wolfram
Language.

$

Instacart

Order from your favorite local grocery stores.

OpenTable

Provides restaurant recommendations, with a direct
link to book.

Zapier
Interact with over 5,000+ apps like Google Sheets,
Trello, Gmail, HubSpot, Salesforce, and more.

KAYAK

Search for flights, stays and rental cars. Get
recommendations for all the places you can go within
your budget.

Shop

Search for millions of products from the world’s
greatest brands.



The Ecosystem of LLM

Foundation Large Language Model Stack

— Writing Assi ~
BBOTIKA W% rosny [N Soofy.
opeibook g
eply s
S EmailMagic.ai MateAI © ChatGPT Writer HirePe2ple
@ supertranslate Gp TR NeuroSpell
*w~  Your writing assistant
5
~— Content & Idea Ci
AT izcontents...
Text Generator Plugin @Dmem al
I Novells . End User
 texecorex st OcsM| | applications
G h Assi i loper/
7 & Search ~, , DataExtraction & Developer/
(" Conversational Search ) (* Coding Assistants
o
Dystr efraction
Bl o e O s ===
s = context
éoss RTutor r"*"C deAssi
[Eveiyna N £ Codenssist
a\ji¢=Te| EXREZR ' Teach Anything Elic TableTalk CodebeeX
~ T4 e NG J/
( LLM API Build Frameworks Prompt ing Tools
(00 Humanloop BEFixie.ai =
W # LangChain auto I
PROMPT[STACKS] &
& steamship $* reitune 7DUST . . LLM
Development
— Data Centric Tooling Tools
| HumanFirst &) snorkel
— Models & Hubs
~ Foundation LLM Models - —, , Open-Sourced LLM Models ~ CodeModels
P 4 Bloom .Codex .BigCode i
@opew E Goosear {5y taM0 * Foundation
: . Model Hubs Models
& Hubs

0 Cohere  Al21labs G PaLM ‘ ¥ Hugging Face

@ zreutherml

GitHub

Large Language Models

Copywriting Coding —MMM
Q) Jasper . © tabnine
copy-al
/© Headlime OMUTABLEAI
~ cothere
© Hyperwiite c Codiga co:here
Writesonic
& Contenda @) GitHub ()
@ unbounce &P Copilot CODEGEN

#4 copysmith

Dev Tools

[@ algolia
g warp
9 Mintlify
(¢ cogram
2= Debuild
@ repl:it

Chat/ Comms ——

? MessageBird

Replier.ai
; Sapling

FABLE

BCV
Application Layer

BizOps
@ viable
£ Enterpret
tabulate

Anecdote
OTHERSIDE Al

& casetext

Model Creation Hardware Fine Tuning

oo sueee W
Al2ilcbs ©OpenAl s &habana  m | i GoogleAl WS
Adept (@) Eleutheral NVIDIA SlisampaNova  RVIDIA. ® OpenAI
ANTHROP\C i Google Al @emb’as GRAFHCORE (%) Hugging Face

Inference
® OpenAl

%~ Hugging Face



The Ecosystem of LLM: Open-source Players

A @ LangChain

Chat language models tracker

‘& A) “What is a data scientist?”
v
Model HuggingFace License Training Data LangChain @OPenAI ( Embe'd ding e
Foundation Models (Recent)
Cerebras-GPT 13B Apache 2.0 . ' .
LLaMa 7-658 Restricted CCNet, C4, GitHub, Wikipedia, Books, ArXiv i | Document] |—» Embedding] |
Chat Models : ) These 2
= o e, aen Document 2 }—» Embedding 2 h =
OpenChatKit NeoX-20B Apache 2.0 LAION OIG (Apache 2.0) d°°;1:“;:‘c‘;§c°'e 3 Pinecone
p 4 oy
ChatRWKV RWKV-4-Raven-v7-Eng Apache 2.0 Alpaca, CodeAlpaca, Guanaco, GPT4All (OIG, GP3 . < | Document3 }_y Embedding3 meaning
samples and more) IELDOUIDE e : ; 2 :
Alpaca (LLaMa) Weights no released  Restricted OpenAl GPT3 davinci-003 (52K samples) Document 4 > Embedding 4
Alpaca 13B 13B (tweet) Restricted
Alpaca w GPT4 data 13B Restricted OpenAl GPT4 (>20k samples)

Alpaca w GPT4AIl and more 7B Restricted Alpaca, GPT4AIl, CodeAlpaca, OIG Welcome to Llamalndex h (GPT IndeX)!

Baize (LLaMa) 7-308 Baskictad Alpaca (GPT3), ChatGPT, Quora, StackOverFlow and

MedQuAD

. 138 M It g 138 . Who was in the first batch of the accelerator program the author started?
Vicuna (LLaMa) modg;La B etis) Restricted ShareGPT/ChatGPT (70K samples)
Koala (LLaMa) Weights no released Restricted ChatGPT, LAION OIG, Alpaca (GPT3) and more >
BLOOM-Alpaca 7B (tweet) RAIL Alpaca (GPT3) = . e .
Flan-Alpaca 220M-11B Apache 2.0 Flan + Alpaca/GPT4All/ShareGPT/Vicuna Th; au.h;,, ;mnemhe ;.cce.e.a.o,.,,ogm; A i R
Dolly (GPT-J-Alpaca) 6B Apache 2.0 Alpaca (GPT3) - ‘
GPT4AIl (LLaMa) 7B Restricted GPT4AIl (OIG, GP3 samples and more) aiEal. ‘
GPT4AIl (GPT-J) Coming soon Open GPT4AIl (OIG, GP3 samples and more) handonls .
ColossalChat (LLaMa) Restricted InstructionWild The first batch of Y Combinator's 3 ator program, which started in 2005,

included startups like...

Query
Decomposition

None (no further questions).

Final Answer:
The first batch of the Y Combinator accelerator
program included startups such as Reddit

https://www.chatorg.ai/blog/chat-language-models-tracker Syt i s i
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Semantic Knowledge

Graph

|

Web

I

Linked data

Linking Open Data cloud diagram 2022-11-03

of Andrejs Abele, John P. McCrae, Paul Buitelaar,

ACT L Anja Jentzsch and Richard Cyganiak.
http://lod-cloud.net/

[ e T L T S



http://lod-cloud.net/

What is Knowledge Graph (KG) — Popular KBs and Characteristics

| | O
- penKG.CN
I &WOlerAlpha Knoviedge engine I S b BT RO E
| |
By Human I By Algorithm I Human Machine
For Human | For Machine 1 Collaboration
l |
guitarist c {player,musician} : 3 R -
C artiSt I v = I ~— openks.loaders <@
algebraist I L BpEd'a . . | - -
. . Llnked Blg Data I @ openks.backend
c— mathematician I * oot e I openks market <
c scientist G0 ,
Vv x: human(x) = : e : b 38 Pt R Ko7
(3 y: mother(x,y) A ot : 0] BT
y i 7 R q CRITIC <
3 z: father(x,z)) | FrTERUER | . e/. | F )
R a ~ I ATOMIC10X
v . . . - T 6.5M Examples - Ce - =
X,u,w: (mother(x,u) A 4.5 Mio. English articles | ® cooge @I S E
mother(x,w) 20 Mio. contributors I nowledge | e, i 4
— u=w) : : © Graph / | o oo
s
Key In the early stage, KG is High-quality, manually-built, and for human consumption; in the middle age, KG is constructed by
algorithms and used to enhance the understanding capability of machines; nowadays KG is evolving towards multi-modality and
Features

subsymbolic representations



Knowledge Graph

Knowledge Graph (KG) is an explicit representation of human knowledge, which is stored in the form of graph

and used for reasoning and computing.

_ General KG

L

¢
Bai.éﬁ'ﬁr‘;?z

Dé%ia YSGD*

select knowledge

/O\ / ConceptNet

O An open, multilingual knowledge graph

CHISHI® XLORE[3¢]|
CN-DBpedia ESIGI I Yele=pry 1

General domain oriented

Google

Commonsense knowledge
Structured encyclopedia knowledge
Emphasize the breadth of knowledge

For general users

Industrial KG

aMazon Qo pgantir

metaphacts

2 (7
linked lifeX data @ Watson

=) WEPE  KENSHC facebook

@ PlantData

Industrial domain oriented

Herbnet

Industrial data

Semantic industrial knowledge base
Emphasize the depth of knowledge
For industry users



What is Knowledge Graph (KG) — Rapid Growth and Lower Cost

Lrgrnd

Manual
‘oYC - §5.71 per statement ' Red nodes represent knowledge
:Freebase - $2.25 per statement

. graph datasets in life science
‘NELL - 14.25¢ per statement

:DBPedia - 1.85¢ per statement

: Ah.Open PHACTS
:Yago - 0.83 ¢ per statementure

2 HOW much iS a Triple? ither pharmacological data resources in an integrated, interoperable infrastructure
ISWC2018 _ _
J, ............................................ N Explore. Build. Join.
1o Lwa ¥ DGR Fan KI<E MW @y @
SEei || e || Seew By 2022.11, The Linked Open Data Cloud
simple interface integrated triple store training opportunities
From open to vertical domains, the scale of interlinked KGs has been grown hundreds to thousands of times in the past 15 years, the

Implication cost of extracting knowledge is gradually decreasing, improving the quality of extracted knowledge while continuously increasing the

plicatio g y

scale of knowledge is the main trend in the future



Knowledge Graph is more expressive than pure Graph but less complex than formal logic.

Knowledge
Representation

Reasoning

Knowledge
Acquisition

KG Embedding

Neural Logic

Concepts

Entities

Facts/Relations

Axioms

Rules

Knowledge

Semantic

'IIIIIIIIIIIIIIIIIIII.;

L

EEEEEEEFEEEEREESR
I.IIII',-'II'II

Ontology
Data Semantics

L B

Graph
Web

Web of Data
Linked Data

Nodes

Edges

Links

Paths

tructures

Graph Theory

Graph Mining

Graph Database

Graph/Network
Embedding

Graph Neural
Network



What is Knowledge Graph (KG) — Perspective and Implication

KG as a World Model Text as Knowledge Base
Represent thingsin Describe things with ontology Embedding things in vectors
symbols Link things with semantics Neural Symbolic Reasoning ——— \ /
dediatric \ )
s Diabetes - Q‘o
- - Text2Knowledge
iomsuu = g “\p\u‘\A
a ur,,_ anguage 's , —== ] . o
3 = - i @ ; RGN Language Pretrain ; °°;""‘*
CESCMIFTIONLRGIC M) i . amr® BERT, GPT.... (@ \Ms/ |
- 2 w'“\v‘ M 3 N\ porpotse S - S == G o - 'a’”llyn% sub-

The Good Old Fashioned Al  The Semantic Web & Linked Knowledge The Knowledge Graph I
Graph Structure as Knowledge Base Embeddings as Knowledge Base
[ = | Embeddings : Distributed Vector Representation

= =
g . ‘ Neural Network

-~
& —> .
Structured Data Extract ‘l' ?-
/ - Language
Knowledge (Graphs) Knowledge Engine 54
Concepts Entities, Facts, Axioms, Rules . 9 T

« Text : Learn a vector of each word in a sentence

» KG: Learn a vector for each entity or property

* Image/Video : Learn a vector for each visual object

X s rstanding
i
e v @

Sl Rome

v THINGS & = 9 » L)

hings - edSepn .

T =N = ‘ & m Pari S:GQDIM
loT Sensors “redSepn PL.,.. Jtaly

"Capitgy. a == (Rome, is-capital-of, ltaly)
wiki 2k %y (Paris, is-capital-of, France
5 s, twcap )

Crowds

Rome - ltaly Paris - France

KG = Computational Model of Relations

Knowledge Graph originates from how machines represent knowledge, use the graph structure to describe the relationship
Implication between things, developed in the rise of \Web technologies, and landed in application fields such as search engine, intelligent QA,
and recommender systems.




Smart Al vs. Knowledgeable Al

Deep Learning

perception ot 4 Axon Termina

Smart

Al recognition ‘

judgment

Schwann ce
Myelin sheath

Human brain can conduct reasoning and understanding
based on acquired knowledge

thinking

Knowledge Graph

Knowledgeable language

Al

reasoning




SOTA and Trend of KG - Knowledge Representation and Reasoning

Entity Centric KG

(Barack Obama, Spouse, Michelle Obama)

Triples in form of (s, p, 0)

Event Centric KG

Birth Marriage EndPosition
Event Frames - bithdate - date - time

« birth place « location « company

+ name - male - position

- female
Event Relations Causal relation, Temporal relation,
Co-reference relation, Sub-class

relation...

Prompt KG

Translate English to French:
sea otter => loutre de mer
peppermint => menthe poivrée
plush girafe => girafe peluche

cheese =>

LLM as knowledge base and use prompts
to elicit the corresponding facts

Personal KG

Labe!: intention
, | Value: phone

Typer null
System_time: 2021-1-12 16:31:11

Lat Label: intention
1 I u“:; _ | Value: event
Value: fen Tope + work
System_time: 2021-2-3 14:23:46

“ | Type ¢ entertainment
System_time; 2021-2-2 17:13:26

-
Label: intention
Value: interest

Graph composing events, interests,
behaviors of an individual under the

protection of privacy and security

“““ User Profile

Expand knowledge representation level in time
series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

ImageNet,
Visipedia
2009,2010

IMGpedia
2015,2017

still many unsolved

problems

*» Ontology Axioms + Embedding based Rule

Leaming (e.g., lterE,

r Semantic Web
- formats

« Datalog

A . o NeuralLP)
« Interlinking Multimedia /N . §oco -
- Apply Linked Data P IMGpedia Multimoda Limited to explicit representation (molict ;
inci imedi b led ; " mplicit Representation
Fragments e upon the backbone /%EIL: Image \\ "“g‘:;;hge Strong interpretation p p!
of the WordNet [ Knovyledge | 2019 S b I . + N I :
IMAGENET 1 733’ / Symbol ymbolic eura Embedding

et

'V’i"S'i'E"'édmi'E ‘

Explicit Representation

Easy for implicit knowledge
Lack of explainability

* Knowledge Graph
Embedding

* Graph Structure (e.g., PRA)

* Inductive Rule Leaming (e.g., X
AIME) * GNN-based Reasoning
+ Ontology Embedding

The Evolution of Multi-modal KG

Inductive Reasoning

Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics,
Challenges

processes, and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and
neural reasoning methods is extremely challenging.




SOTA and Trend of KG — Interdisciplinary

Al & Machine

Learning NLP

Knowledge Representation Information Extraction

Representation Learning

Knowledge Base Population

Scene Graph Generation Multi-sources Collecting

Knowledge Discovery Pre-trained Model

Visual Question Answering Spatiotemporal Modeling

MM Representation Learning CcV Multi-modal KG Heterogeneity loT Transfer Learning

Visual Semantic Understanding Few Shot Learning

Graph Database Semantic Search

Visual Explainability Continuous Learning

Graph Mining Question Answering

Graph Computing Recommender System

Database Web & IR

The life cycle of KG construction: more types/sources, advanced techs, rapid updates, a_

The multi-scale, multi-modal, and multi-disciplinary characteristics of data have put forward new requirements for knowledge

O sF=I[STale STl representation, collection, extraction, storage, computing, and application. Among them, it is necessary to overcome few shots,
explainability, and domain adaptation issues. At the same time, how to realize knowledge update at a low cost is also extremely




SOTA and Trend of KG - System Engineering View

Al should focus on small data and data
centric Al. Especially in the manufacturing
industry, we must rely on domain knowledge

Full Life Cycle of Industry

| Tables_|
Video/Audio

]

|

I

]

]

|

B vccccoiny QN vutmois |
N e reesoning |
|

I

]

]

]

]

Process Reasoning

z 2 >  »
Fundamental Reasoning

Cloud Cloud-edge In-device

&

1
1 Supply Chain Collaborative Solution Audience Root Cause | :
1 Optimization Design Recommendation Targeting Analysis I
Semantic
Supply Research Manufacture Sales/Mkt Service L
= ‘
| £ £ %
L}
1] g T T
Discipline | Reasoning-enhanced Services I
i Alerting Planning :
m I} MRC m
’ * * & =
| Preference
RIOGESSHN| @& e e e e e e e e e e e = S e ‘
| Human-centered Interactive Reasoning
—— | Mulistrategy |
ETTE | 4 [ et | [t objcive | Disrbuted
[ -
Modal ' 5 ,ﬁ,ﬁ SRL
I ning Case-based
1
1
[
[
1
[
1
[
1
[
I

Situation-aware adaptive indexing
} Causality
Support 100+ billion triples | Multi-hop

Knowledge Graph System Architecture
in Industry

Challenges

v
Modeling
Application
A 4

2 Q ['s

Experts are involved Incrementally automatic KG construction Requirements analysis &
in Schema design with human intervention application design

Different computing manners, "offline - near real time - real-time",
depend on the type of knowledge

® 13
Business i 9Q9

Needs . 888 Understand
_~
Unified
Consumption
KG
Platform Unified
Representation

Schema less Access by QA
Data i T s T e s
¢ gt tnoennd o _gif HEdbRE | | BRGNS e "
Cha"enges E unstructured data | é 4% heterogenous data; : TR i < High usage barnerE

New Paradigm of Technology with Knowledge as the Core

Data characteristics and knowledge differences in different fields lead to low knowledge coverage, intensive labor input, shallow usage

In applications, poor computing efficiency, difficult & weak sustainable operation and long time cost




Trends of the Interdisciplinary Development of KG - Applications

Search Machine Reading Multi-modal QA
GD:«gIe tim berners lee query X | & Q ComprehenSion
g @ ® o o &j At the base of a muddy ditch is the first primrose of my }
— i 3 spring - glowing in the grey, a little spot of hope, brave,
— Mary journeyed to the den. beautiful and perfect
Wossleatiodsssd oot e Mary went back to the kitchen.

s - Frequently Asked Questions

Longes Biography - Kids' Que:

search results

en wikipedia.og » wiki | Tim_Berne

Spouse(s): Nancy Cardsor, (m. 1990; div. 2011 Bom: Timothy

Conway Berners-Lee  Mike Bemners-Lee - World Wide Web Foundation - Enquire

OM KBE FRS FRENg FRSA FBC

Famous computer scientists recommendation

John journeyed to the bedroom.
Mary discarded the milk.

Q: Where was the milk before the den?

Brian is a lion.
Julius is a lion.

Tim Berers-Lee - Wikipedia Tim Berners-Lee <
o Amiphre A A b e il A : Hallway Hi Chris, wow well spotted with the beautiful flower, | love
Other names: TimeL. T8L Education Queenis Colege, Oxford (BA ©  wiom/People/BemersiLee walking alongside the river where there is a bluebell way

» ("_ e Bom: June 8, 1955 (age 65 years), London, United Kingdom Jullus Is Whlte
'; e P, = Education: The Queers College (1973~1976), MORE . 7
l.‘a'lYH'l[ La'rvax vmr@ Ada Robert E 4 -‘ Steve e e e Bemhard IS green. 2 % -
e o R —— Q: What color is Brian? %ﬁ Love every photo. (=) =) Especially the weeping willow. ]
Aot ol YO TS W x |4 @ P% NIt Thanks. It's nice to enjoy the wildlife nature and walk all the
way to Winchester's great scenery.
B Qwigs. W 08ty Oumi L d Sam walks into the kitchen.
e Sam picks up an apple.
] ki » Sam walks into the bedroom. %
Question Sam drops the apple. P
. 38 years . : 2 =
An swerl ng Nove . 19 Q: Where is the apple? I live in Scotland. We have woods opposite with bluebells
A: Bedroom but not as thick as yours, but have a river with kingfisher,
Heron and dipper.
People also search for
l Py vy . oplig
Challenges To build a multi-source and multi-modal knowledge graph, not only quality but also coverage should be considered. In the process of

model training, the alignment of heterogeneous and multimodal knowledge is the difficulty of knowledge fusion and learning




Trends of the Interdisciplinary Development of KG — Applications

KRB BE ACHINE UNDERSTANDABLE Knowledge Graphs for Decision Making

-

Palantir

‘A rE VDR mEY NS TP e
aal vz v As BIU 23 O /- v v ase OO @

O o
A ) .
Knowledge
I representation I Computable data

Data link

Semantic extraction Coarse data

@

text multimedia sensor

Kensho

i a\ﬂc—'a&‘g
@ :INTERNETor ~ @ %

¢ . THINGS &

p o )
28 {mnm

F

https://www.kensho.com/

In each specific field, the explainability of the model and predictions are the most important to realize the application value. How to
Challenges balance the advantages and disadvantages of symbolic models and neural networks, and learn from each other is a hot topic in
academia and industry.




Life cycle of Knowledge Graph

e Graph computing ]
e Top-down method e Schema graph fusion e Ontology reasoning Be.asonlng
e Bottom-up method e Data graph fusion e Rule-based reasoning is important !

¢ ¢ ¢
v

onstruction Fusion

Schema Knowledge Knowledge

Computing

Knowledge Knowledge
Store Application

o o

Triples Semantic search
Event information Question answering
Temporal information Recommendation
Multi-modal Assistant decision

Knowledge
Acquisition

6

Linked data: graph mapping
Structured data: D2R
Semi-structured data: wrapper
Text: information extraction
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When KG meets LLM: Two Sides of a Coin

LLM

Boost Rapid KBP: Knowledge Extraction/Fusion

« Leverage the understanding and generation capabilities of LLM for automatic
extraction and fusion of knowledge
Knowledge enhanced PTM/Prompt Engineering/Complex Knowledge
G

Reasoning/Provenance/Integrating Dynamic Knowledge
Knowledge guided automatic prompt engineering

The emergent ability of LLM especially CoT , combined with KG reasoning

to solve complex tasks

Knowledge in form of triples, instructions, rules or codes can be injected into
LM for data augmentation and bring more trustworthy and interpretability

« Linking generated responses of LLM to KG for references, provenance or

K
Entity/Event/ST/ fact checking
Multi-Modal/Embedding




When KG meets LLM: Knowledge-guided Prompting

---------------

i In-context |
I exemplars i

! ' prompt
"""""""" Let's think GPT 3 /14 O
irsuctin W e @ codex —= 2 (-
ChatGPT

. prompt

---------------

KG

| Knowledge | Entity/Event/ST/
Nemmmmmemeeet Multi-Modal/Embedding




When KG meets LLM: Knowledge-guided Prompting

Implicit Knowledge

@ \ % Predictions
SoEE me m T S ' (Roger started with 5 balls.
: Roger has 5 tennis balls. =
v ge bﬁsg 2 rioretcan;sot; tennis ‘—» M —» 2cans of 3 tennis balls Q: How many legs
each is 6 tennis balls. 5 + does an easel have?

balls. Each can has 3 tennis
balls. How many tennis balls
Corpus 'does he have now? :

6 = 11. The answer is 11.

Reward: 0.42

Figure 6: Knowledge Enhanced Reasoning (§3.2). Introspect

Prompts are generated by LMs (Implicit Knowledge) [Knowlgdge: A tripod is

or retrieved from external resources (Explicit Knowl- i | =fndoresse

edge)- R ERGOEECEEETEEPTEEE Reinforcement - -====--=======-=sccezzous

* LLM contains massive implicit knowledge Few-shot prompting over GPT for downstream tasks like

+ Knowledge distillation QA, and introspect knowledge via reinforcement learning

RAINIER: Reinforced Knowledge Introspector for Commonsense Question Answering, EMNLP 2022



When KG meets LLM: Knowledge-guided Prompting

Explicit Knowledge

3 Prompt | y

<0

‘%ﬂ Roger started with 5 balls.
2 cans of 3 tennis balls
each is 6 tennis balls. 5 +
6 = 11. The answer is 11.

Q: Roger has 5 tennis balls.
He buys 2 more cans of tennis — | M —>
balls. Each can has 3 tennis
balls. How many tennis balls
Corpus 'does he have now? ‘

Figure 6: Knowledge Enhanced Reasoning (§3.2).
Prompts are generated by LMs (Implicit Knowledge)
or retrieved from external resources (Explicit Knowl-
edge).

« Despite exhibiting strong generative
abilities, LLM tends to hallucinate and
generate inconsistent knowledge

« Retrieved from external explicit knowledge

Step 1(our focus)
Selective Annotation before test time

Large
unlabeled data

Selected
unlabeled data

Select == Annotate F——= Test input

I Prior work:
I Large labeled data Step 2
I Prompt Retrieval during test time
|
|
| In-context labeled
: examples
Retrieve = Predict
Our work: gt * Test output
Small labeled data

L

L

Develop a selective annotation framework to avoid
reliance on retrieval of large-scale annotated corpora

Selective Annotation Makes Language Models Better Few-shot Learners, ICLR 2023



When KG meets LLM: Reasoning Capability Comparison

LLM Reasoning

Code pre-training: enhance LLM

reasoning during training

Prompt Engineering: eliciting LLM |_|_M Reasoning

reasoning during inference

KG Reasoning

Graph computing

KG Reasoning
Graph computing
Rule-based reasoning

zero-shot
prompting

Few-shot Ontology reasoning
prompting Spatial-temporal
CoT prompting reasoning
Instruction KG embedding/GNN

Rule-based reasoning
Ontology reasoning
Spatial-temporal reasoning
KG embedding/GNN




When KG meets LLM:

Two Kinds of Tasks

In IRV RN EES. SIEHES. BREMES
End-to-end perception tasks, creative
tasks, exploratory tasks

BRAANZESR@
Natural Human-machine Interface

f_J

mrIiz iR
Prompt Engineering Fine-tuning
AN J

FREMEITHE RS

Non-deterministic Computing

ZEEKER
Multimodal Foundation Models

RIAMIERI . SREE. HEIFENES
Tasks emphasizing data reliability, outcome
determinism, and computational precision

!

BZAANRZERE
Natural Human-machine Interface
P/

i

wRIiE - {&{* sk ehialE Plugins/Middleware
£ Pfomp.t Fine-tuning 1§#4Z Bridging
ngineering 4 !
E.g., ChatGPT Plugin Manifest
X ) »

0O, PENESHRS
APIs, Intermediate Languages
and Services

FREETE RS

Non-deterministic Computing

REMITE RS

ZIEEKER Deterministic Computing
Multimodal Foundation Models
REMEIEZIE
R HITHINEE

Math and Classical Algorithms




When KG meets LLM: Knowledge Augmentation

______________________________________________________________________________________________________________________________________________________________________

Online

Offline

Domain/General
LLM

Relevant
knowledge/content

A 4

Knowledge extraction

I
Rule learning
Domain Data | spatial-temporal
reasoning
Multi-modal

alignment

Building
prompts Output

Multi-modal

Domain KG

_______________________________________________________________________________________________________________________________________________________________________



When KG meets LLM: Retrieval & Knowledge Augmentation

Text 4{ Retriever }—‘ Texts with scores
Text 4[ LLM }—‘ Texts with scores

Language World Knowledge
Information Information
1! y,

® Efficiency

® Updateability
® Provenance

® Effectiveness

® Synthesis

.

\

Language World Knowledge
Information Information

|

DeepMind’s RETRO (Retrieval-Enhanced TRansfOrmer)

G ¢ @ @ @



When KG meets LLM: Knowledge Augmentation

@  Which 2013 Los Angeles Galaxy player transferred in from the team with 12 A I DR DS T ——
@ international titles ? : P!
. . ) ) ) ; I
Consolidate evidence from external knowledge Revise response via automatic feedback . g
i b e
= WiKIPEDIA Q A Transfers 7, : : : . Utlllty <>
an . Candidate response: ! = (utility score & feedback)
*"Q?V rrs ‘ Jaime Penedo is transferred in from C.S.D. P : :
FeaNo Municipal, a team with 12 international titles. | 2 I ?
3' I =
H | . .
= Feedback: K BE N Policy | Working
PRASFATA yon e e, Iy Wt & The player Jaime Penedo is transferred in from ¥ --ed :r > (action selection) 0 Memory
E— - T ] C.S.D. Municipal, but there is no information i (.
2013 Los Angeles Galaxy] Proneis P ; : : . b 1 ;
—— ~ about the number of international titles of this | | 'y v
E I | -
Juninho (footballer, born P B”“Z:Cm‘g“(‘;n: :’::":':::“P 'Lrh“)l Ll E : External : : ACtIOl‘I EXECUtOl‘
January 1989) honours, in addition to their 12 intemational P ! : -
successes. It i the brazilian b with the most Revised candidate response: | 3 Knowledge R Knowledge Consolidator [«
Juninho grew up in the city of Sio Paulo anc international titles. H H : 2 s opLe | o H
played fc’v the . youth team, winnir i - Ju.nlnhO.IS transferred I.n from Sao Paulo, ateam i : (e_g_, neWS, W|k|' : : Prompt Eng'ne
the U-17 Paulista Championship side in 200 | ¥or competitions with 12 international titles. 3 ; E i 'Y
made one appearance for the Sao Paulo ser Worldwide ; : p ro p rleta ry : 1
side in 2007. He was sent.out on loan to M Endarcontinesital Com [ 2 i \ data bases) 1 : v
*r team ANnge ), Xy In ¢ : 1 ] '
along with fellow Brazilians from the club A SR Chs, Works Cap i ¥ 1 I
= ‘wm’\d € e bjr "\dtk:t‘ hw‘s:ct Continental E : : : LI-M
for the team on 27 March 2010, in Galaxy's Competitions Titles Seasons E ! & !
opening game of the 2010 MLS season aga: e L: v 5 Al Agent (LLM-Augmentef + LLM) § : Envl ron ment E : (e‘ g" ChatG PT) AI Agent
L nd Revolution,? and scored his f =~ ©oPa Libertadores i
goal for the Galaxy in a 2-0 win over AC St. L E ot e < e ot i ! :_ ___________________________________________

________________________________________________________________________________________________________________________________________________________________________

&b
tﬂ; Juninho is transferred in from Sdo Paulo, a team with 12 international titles.
ao

Check Your Facts and Try Again: Improving Large Language Models with External Knowledge and Automated

Feedback 2023



Augmented Language Models

Important Note: This week, the WL will be op

ALMs

Explicitly teaching language models to
reason

~ Calling another model —[

= Information retrieval

— Using Tools and Act =

Learning to reason, use tools, and

act

Reinforcement learning —[

“= Acting on the virtual and physical world —[

ToolFormer

Zero shot
Eliciting reasoning with prompting —[
Few shot
— Reasoning Recursive prompting — useful for complex tasks

Iterative LM calling <5)

Leveraging other modalities <)
Retrieval-augmented language models <2)
Querying search engines -@

Searching and navigating the web 2)

Mind's Eye (1)
| Computing via Symbolic Modules and Code pPAL <O
Interpreters
Codex 1)

Controlling Virtual Agents 2)

Controlling Physical Robots <2)

Few-shot prompting

Fine-tuning

supervision

Prompt pre-training
Bootstrapping.
Hard-coded reward functions

Human feedback

Source: Augmented Language Models: a Survey ( Yann Lecun et al. )

ChatGPT
prompt
‘l’ text = E‘ % textual efc.
B < tokenization Ep Ep training data
| By
D WD S /
token vector \/ 228
representation 2 L 8 28
/ reinforcement
f training
@)
/_ language model
D neural net

iterative foken

1 l 1 T l | l 1 | «——generation
; : i i | ] probabilistic

choices

generated fext

Wolfram|Alpha

question/computation

genevalized

4’. " grammar

linguistic understanding

symbolic representation
(Wolfram Language)

I
\s\g@@{gm’
curated
structured data

SBF2

computational
= algorithms
\ ?
\ ——
S e

real-time data

=

computed answer

structured veport

Which green energy companies had the largest increase in share price in the last month?

Language Model (J-1)

|}

Which [ green energy companies) had the | largest increase in share price) in ( the last month | ?

R p——
!
- A=
(:‘.)_) ©S) eS
Weather APX Currency wikt APX
‘
stook 0B

Language Model (J-1)

@ oot Adopter

@ 1rout Adopter

E §

Additional Experts

Windenergy and Tinergy grew the most over the past month, by over 12%




When KG meets LLM: Interoperability & Orchestration

KG uses ontology to realize the representation of domain data, knowledge and interaction, and completes completes the

automation of the whole process from real-time data access, knowledge update to user interaction.

Interoperate & Orchestrate

Integrate the following steps into a whole end-to-end process for hyper-automation

. Act
Data Access Knowledge Update Reasoning
« User: chat, speak,
Real-time, dynamic, or Update knowledge via Combine reasoned recommend
temporal-spatial data extraction by LLM results from KG with « System: API invoke,
access those LLM responses o] @R

Consistency checking p (A ocedvf e
Process discovery i ——
Modeling via
simulation

« Case prediction
/= Suggestion via
history data

Task mining

NIOIOIN




When KG meets LLM: Interoperability & Orchestration

Business
Engine

,
,
Process Y

Process

@ Semantic Center e

Person
e e
Data

Process

Data

Data Knowledge Graph Document

'
I

Data

I Data
Application

Center

Downstream
Tasks

Application
Process
Data

RPA + Tool use

New Task (Physics QA) Answer this high-school physics question

Input: Hector yanks on the chain with a 72.0 N force at an angle of 35.0° above the horizontal. Determine the horizontal components of the tension force.

Code CoT-style Search Arithmetic String
operations reasoning operations

¥
TASK LIBRARY J—I

TOOL LIBRARY Go gle

Input: Hector yanks on the chain with a 72.0 N force at an angle of 35.0° above the horizortal.

Solve these arithmetic problems using python code Determine the horizontal components of the tension force.

Input: Viola had 167 breads. Nancy took 137from him. How Q1: [search] What is the formula for the horizontal component of the tension force?

many does Viola have now? #1: The formula for the horizontal component of the tension force is Tcos6. The horizontal

Q1: [generate code] Write down arithmetic as python code component (Fx) can be calculated as Ftens*cosine(6) where 8 is the angle which the force make
#1: viola_bought = 167, nancy_took = 137 § with the horizontal in radians.

ans = viola_bought - nancy_took

Q2: [code execute] Execute snippet #2: 30 Q3: [EOQ] Ans: No LLM
Does the sentence contain an anachrornism? Yes/No. \
Input: President George H. W. Bush called his generals at the outset of the

Gulf War.

Q1: [search] When was President George H. W. Bush, president?

#1: George H. W. Bush's tenure started on January 20, 1989,

and ended on January 20, 1993.

Q2: [search] When was the Gulf War fought? #2: The Gulf War was a 1990-1991
Q3: [subquestion] Could these entities have co-existed? #3: Yes. Their time
periods intersect.

Q4: [generate output] Is this an anachronism? #4: No Q5: [EOQ] Ans: No

Input: ... Q1: [search] ...
#1: ... can be calculated as Ftens*cosine(8)where 8 is ...

“Q2: [generate code] Use the formula Fx = Ftens*cosine(8) to solve: Hank ...

#2:T=72.0, theta = 35.0
radians= math.pi*theta/180
Fx = T*math.cos(radians)

g OpenAI Codex
Input: ...Q1: [search] ..#1: ..

Q2: [generate code] Use the formula Fx = Ftens*cosine(8) to solve: Hank ...
#2: ... Fx = T*math.cos(radians)
Q3: [code execute] Execute the python code and get the value of "Fx"

#3: 58.9789
Q4: [EOQ] Ans: 58.9789 & python

Adaptive Routing

Input Text

N

Language Model (J-1)

. Input Adapter

> © @

Weather API Currency Wiki APT Calendor

3 3

Additional Experts

Databose Calculotor

Language Model (J-1)

Output Text



When KG meets LLM: Interoperability & Orchestration

x ~ HuggingGPT

r

Can you describe what this picture depicts
and count how many objects in the picture?

X

O D G GE G GE IS GE GED GEP GEP GED GES GEP GHP GES GEHG GES GNP GEP GED GG GEP GED GES GED GES GED GEHD GE NG GES GED GHC GEC GG GES NG GES NS G G G S -

7

LLM as Controller

-~

I Task

e s SR AR S Y
AR v, >

”

A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. | have generated bounding boxes as above
image. | performed image classification, object
detection and image captain on this image. Combining
the predictions of
, &8 and ¥
models, | get the results for you.

/
!
!
!
!
!
!
L]
!
!
!
!
!
!
!
!
!
!
!
!
i
!
!
j
!
!
j
!
!
!
!
!

e

7

!
!
!
!
\

:

Planing

J

IV Response
Generation

.

Prediction

II Model

HuggingFace

[T ——r—

~ facebook/
detr-resnet-101 I
' )

(

III Task Execution

Selection

\
)

Prediction

o > -

-

v

~ nlpconnet/
vit-gpt2-image-captioning

-

/

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in HuggingFace 2023



When KG meets LLM: Interoperability & Orchestration

(multimodal)

API Platform

(a large collection of APIs
with a unified API
documentation schema)

A\ 4

API Selector

A4

.- conversational—
context
o user
instruction

\ 4

Multimodal
Conversational
Foundation Model

= & @ ==

Textual Visual Audio Music Camera

APIs APIs APIs APIs APIs
= o000 1

L m g = OF

Figure Location evice Shopping Game

APIs APIs APIs APIs APIs

solution outline
(text)

|

action sequence
(code)

—_

Action Executor

(API-based)

RL from Human

Feedback (RLHF)

»

_&I@%

Feedback to API
Developers

|

task completion ___
output

TaskMatrix.Al: Completing Tasks by Connecting Foundation Models with Millions of APIls 2023



The Rise of LLM

The Development of KG
The Emerging Paradigm
Outlook

R




Augmented Language Models: Copilot Engine

D)

L)

Grounding (pre-processing):
use Microsoft Graph to extract
relevant user data, and treat

them as a part of prompts

Modified prompt: combine
user prompt with data, and
optimize the prompt for richer
contexts to be fed into LLM

Grounding (post-processing):
perform post-processing for
results from LLM with further

validation and referencing

Response + App command:
convert results into commands
for applications like Word,
Excel, or PPT. For example,
Office supports VBA and the
output of a command can be

any code.

Future App

(1) User prompt

User Data

~Your data -

emails, files, meetings, chats,
calendars, and contacts

Copilot Engine

® Response +
app command

@) Grounding
(Pre-processing)

® Grounding
(Post-processing)

3%

Large Language
@ Modified Promp Model

&
-

:
@ LLM Response @gq



Augmented Language Models: KG Copilot Engine

X/

 KG for unified knowledge modeling

%  Multi-modal data 1. Query/Prompt

«*  Multi-source data APP

Vv

<
N

6. Response/Act

% KG for unified programming as a semantic gateway

o . P t buil .
» LLM + KG + Tool a rompt build 2. Pre-processing

b. refinement

% KG for automatic prompt building and result checking

% Pre-processing grounding ..
Mining & Reason
% Post-processing grounding (BI/KDD/Reasoning)
Data/Knowledge | |\ _

(DB/Doc/Files/GIS/...)

KG

3. Modified Prompt

Copilot

Reason

Unified View

5. Post-processing

4. LLM response m

° a0 o

Fact checking
Data query
Tool invoke
Reasoning
Result fusion

Tool Hub
(API/Model/Command/...)




KG Copilot Engine Example: ChatDocument

3. Question + Top-k Doc

1. Question
> KG g
) Copilot 4. MRC Results
6. Answers
Ra— ¢
a. Question Embedding 2. Pre-processitlg 5. Post-processing a. Referencing : Paragraph & Section Information

b. Embedding Search
c. + Similar Fragment

m BIREEREEMA? BAATSEREE:
H-F RGER
SPUS RERL
BRERETEETANRRENSEEMTIE, BESSHUISINARIE, BREER
CEBFEETNEAITA, EEHEREAYNEE. HETESERST. RESS
I IEEREHERSH T
SERhE WSEHE
LEHHRAAANOETHISBRERE TEFFRIHINTRE. MFHISaS, S8
SESYREA BESGERE. SHERERENAERT, NENREEANSER
EERARAYNEE, SREEEXNBR LIEARBIEXS.

Document Corpora

a. Doc Segments
b. Embedding DB
c. Embedding Retrieval

b. Result Merging

BIrEERMNENRRERNER TENEARNTA, BTANRENEEEMTIE
fEMNETEAREANEE, METEEERRTT. RESE IHEEHBIRSHIIIE, LA
WR2JTHITHXRWS, B, BIrEENRVAEESEMER JFRRINE, RER
BXERDEEEANEERNEENREANERE, RN SRERXABIRIIE,



KG Copilot Engine Example: ChatTable

1. Analytical Query 3. Query + schema

OLAP > CK§}1 -k >
b opilo

6. Query Results 4. Generated SQL
N

a. Lookup Tables 2. Pre-processing 5. Post-processing a. SQL Querying
b. Schema2Prompt

F\ HIEEEARSEE citizen, FEBNFIA H—RRId", "#&Ename HI"SHIES
ID_number”
S\ SQLEE: EHRE SHITSERERETRE TCR

EEEFASHTSERERETRNARGELR, TUERTEPREEEES TR
SO SHESE, WEEE—SHIESE ST ERSRATHTEE:

) Copy code

c.name, c.ID_number

a. Table schema Description

N
ID_number

citizen

c. ID_number = c2

c. ID_number, c.name

Tables in DB/DW/BD U W




KG Copilot Engine Example: ChatWeb

1. Question

3. Question + SE Results

KG

New Search

Vv

e
N

N

Copilot
4. MRC Results

6. Conversional Response

a. Search & Filter
b. SearchResult2Prompt

{F525E: SEHHEY

EHER: &

=iHeTtRAE: (B8, 25, A, £5 ESRE)

BMAITIAFHTEHER, £NSEHORFILEE, SAEER:

FEH SN FREATIEMNAFARRZENCHEY, SEEARSNXTERNNATEESE,
MMERER, AESTRE, BEUEENREERSENE, BRSNS,
RE3GESABAIHRESSZNLETRINE, EEEEESHIANEESIRHIXER
FER, BRERFHSHSHIRER, —SXEEREE, FEESHRIESFIRERE
METFESME. RESEEXAE, ESRFERBESEHNEEERNE, 210
SIRFERERLENNGHITEEEZRLNWRNE, BT REESHIENREESE,
BEERGAFFEMPoliticofiRE, FERNEMEE, BLAEBLERIINESN, B,
ZEELSHEELRE, ARNEAERAIEXAEESE,
NBHREEERESIWESEIE, BEEZ2021518 LELLENE NATEEE,
202158540, ESHIGIIREESRESAERNATEEE, WEHERNT.5255TH940
EMI109A6 BT RSFAMERIRE. 2022571718, BEEBRCARMMENEES: 2
B78#4850, ZEEhLLAFRAEIETSEWNIN SRS S MHaIRR, 7
IREARIBHERRATIS, SWEN1.95Z355T; 689H, EAEAiEdaHENE.2
{ZETNERRA,. MEEFEBSDENEERANE; 78158, ZEESKREEHEZLSE
{ES (DSCA) #ESL SN SHRANIE", £5401.08(Z3557T.

2.

_ a. Referencing : Web Page Provenance
5. Post-processing 1, Result Merging

e

Pre-processing

* EdiE:
7R
* XA A%

* 2F: 7.52%5%

* ESRE: 40EM109A6 R TREERFIRXIRE

202158534H
SEBRT

=2 MEFEES

a. Search API Spec o cownes
b. Filter API Spec ‘meE
* S8 1.95(Z3%5%

¢ ERRE: WEEHEIN EEESEH TGRS, FIREARIBHERRASHS

Search Engine API




KG Copilot Engine Example: ChatRec

3. Need + Candidates

Recene 1. Information Need} KG
s Copilot /<
4. Rec Results

6. Rec Response

a. Referencing : Rec Path Finding

a. Candidate Items 2. Pre-processing 5. Post-processing _
b. Rerank & Merging

b. Item2Prompt

User Profile
Item Info

Interaction History
Historical Needs

/a0 o

.......... Recsys API




KG Copilot Engine Example: Chat & Analyze All Data

1. Query/Prompt 3. Modified Prompts
A > KG
o < Copilot /<
6. Response/Act 4. LLM Response
N

a.  Prompt build 2. Pre-processing 5. Post-processing a. Fact checking
b. refinement b. Data query
c. Tool invoke
d. Reasoning
e. Result fusion

NL Instruction i
(Reasoning/Interoperate/Orchestrate)

Tool Hub
(API/Model/Command/...)

Data/Knowledge
(DB/Doc/Files/GIS/...)

Unified View
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