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The Wave towards AGI by LLM

ChatGPT is a generative conversational
pre-trained large language model
launched by OpenAI in November 2022.

It interacts through conversations, which
enables it to answer follow-up questions,
acknowledge mistakes, challenge incorrect
assumptions, and refuse inappropriate
requests.



The Wave towards AGI by LLM

• ChatGPT has gained attention for providing detailed and clear answers in many areas, but it has

some drawbacks such as inaccurate facts and poor timeliness.

• On March 15th, 2023, GPT-4 was launched, which is more fluent, more accurate, and supports image

understanding.



The Wave towards AGI by LLM

Credit by Nan Duan, MSRA A Survey of Large Language Models, 2023



The Emergent Abilities of LLM

Pre-training, Instruction Tuning, Alignment, Specialization: On the Source of Large Language Model Abilities

• IT is only when the size of a model reaches a certain threshold that its capabilities such as cross-domain

transfer and complex reasoning emerges.

• The evolution of large language models at Google, DeepMind, and OpenAI generally involves three stages:

pre-training, instruction tuning, and alignment.



Take a Closer Look at GPT Series

Key Tech Development

The Timeline of GPT The Roadmap of GPT Tech Tree
Time Corp Paper/Model Milestones

2017.6 Google Attention is all you need Transformer

2018.6 OpenAI Improving Language Understanding by
Generative Pre-Training

GPT-1

2019.2 OpenAI Language Models are Unsupervised
Multitask Learners

GPT-2

2020.5 OpenAI Language Models are Few-Shot
Learners

GPT-3

2022.2 OpenAI Training language models to follow
instructions with human

InstructGPT

2022.11.30 OpenAI ChatGPT /

2023.3.15 OpenAI GPT-4 /

Pre-training Fine tuning Prompt tuning In-context Learning
Reinforcement Learning 
from Human FeedbackInstruction tuning



Take a Closer Look at Different Key Technologies

Fine-tuning                                   Few-shot prompting                                     CoT prompting

Instruction-tuning RLHF



LLM as a Basis for Providing Interfaces

Tasks

Interfaces

Machine
Translation

Text
Summarization

Image
Generation

Translate the
following sentence
into English: Sent A

Summarize the
following article into
two sentences: Article B

Paint an art-deco
house

Source: Finetuned Language Models Are Zero-Shot Learners

Source: Language Models are General-Purpose Interfaces

• Zero/few shot prompting

• In Context Learning

• Instruction



The Programming of LLM: Prompt Engineering

A Guide to Prompt Engineering



The Programming of LLM: Prompt Engineering

Standard Prompting

Q: Natalia sold clips to 48 of her 
friends in April, and then she sold half 
as many clips in May. How many 
clips did Natalia sell altogether in April 
and May?
T: The answer is :

LM

72

Few-shot Prompting

Q: There are 3 cars in the parking 
lot and 2 more cars arrive. How 
many cars are in the parking lot?
A: The answer is 5.

......
Q: Natalia sold clips to 48 of her 
friends in April, and then she sold 
half as many clips in May. How 
many clips did Natalia sell 
altogether in April and May?
A: The answer is :

LM

72

T

Q: There are 3 cars in the parking 
lot and 2 more cars arrive. How 
many cars are in the parking lot?
C: There are 3 cars in the parking 
lot already. 2 more arrive. Now 
there are 3 + 2 = 5 cars.
A: The answer is 5.

......
Q: Natalia sold clips to 48 of her 
friends in April, and then she sold 
half as many clips in May. How 
many clips did Natalia sell 
altogether in April and May?

LM

C: Natalia sold 48 / 2 = 24 clips in 
May. Altogether, Natalia sold 48 + 
24 = 72 clips in April and May.
A: The answer is 72.

T

Chain-of-Thought 
Prompting



The Programming of LLM: Prompt Engineering

Zero-Shot 

Chain-of-Thought
Self-Consistency



The Programming of LLM: Prompt Engineering



The Programming of LLM: Prompt Engineering



The Programming of LLM: Prompt Reasoning

• Sensitivity of in-context learning

• complexity、diversity、explicity

Complexity-Based Prompting for Multi-step Reasoning, ICLR 2023

A simple and direct improvement on CoT methods. Existing work has
shown that in-context learning is very sensitive to the order and quality of
the examples contained in it. A very small change may cause a large
decline in the effect of the model. To further optimize CoT, an intuitive
method is to make its examples more complex, diverse or discriminative.



The Programming of LLM: Prompt Reasoning

Multi-stage

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models 2022

Just like human-like reasoning, we always
need to iterative reason given a complex
problem. Inspired by it, a multi-stage method
reduces a problem into sub-questions and
sequentially solve them.



The Programming of LLM: Prompt Reasoning
Decomposed Prompting

Decomposed Prompting: A Modular Approach for Solving Complex Tasks 2022

For different types of sub-questions, design specific prompts so that
each type can be solved more precisely



The Programming of LLM: Prompt Reasoning
Self-optimization

Reframing Human-AI Collaboration for Generating Free-Text Explanations, NAACL 2022

Both single-stage and multi-stage methods focus on the input
optimization during prompting, we can also optimize the
output of LLM. Since reasoning is the key of CoT prompting,
self-optimization involves refinement or filter modules to
optimize the reasoning paths during post-processing.



The Programming of LLM: Prompt Reasoning

Ensemble-Optimization

Self-Consistency Improves Chain of Thought Reasoning in Language Models 2022

All roads lead to Rome, reasoning
problems often have more than one path
to the correct answer, and there are often
multiple solutions to a problem, thus
resulting in an ensemble optimization
method, represented by Google‘s self-
consistency. It uses sampling methods
commonly used in the generative
decoding process, such as temperature,
top-k, etc., to allow the language model
to generate multiple paths, and
summarize the answers of all paths to
generate the final answer



The Programming of LLM: Design Patterns of Prompts

STANDING ON THE SHOULDERS OF GIANT FROZEN LANGUAGE MODELS 2022

textual recursive LM

input-dependent prompt tuning

neural recursive LM

retrieve–read re-rank



The Ecosystem of LLM
ChatGPT Plugins



The Ecosystem of LLM



The Ecosystem of LLM: Open-source Players

https://www.chatorg.ai/blog/chat-language-models-tracker
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KG History

1960 1980 1989

Semantic

Networks

2006 2012

Knowledge

GraphOntology

Semantic

Web

Web Linked data

1998

Linking Open Data cloud diagram 2022-11-03 
Andrejs Abele, John P. McCrae, Paul Buitelaar, 
Anja Jentzsch and Richard Cyganiak. 
http://lod-cloud.net/

http://lod-cloud.net/


Key
Features

In the early stage, KG is High-quality, manually-built, and for human consumption; in the middle age, KG is constructed by
algorithms and used to enhance the understanding capability of machines; nowadays KG is evolving towards multi-modality and
subsymbolic representations

What is Knowledge Graph (KG) – Popular KBs and Characteristics

1985 1990 2000 2005 2010

Cyc

" x: human(x) Þ
($ y: mother(x,y) Ù
$ z: father(x,z))

" x,u,w: (mother(x,u) Ù
mother(x,w) 

Þ u=w)

WordNet

guitarist Ì {player,musician} 
Ì artist
algebraist
Ì mathematician
Ì scientist

Wikipedia

4.5 Mio. English articles
20 Mio. contributors

By Human
For Human

By Algorithm
For Machine

2015 2023

Human Machine
Collaboration



General KG

Knowledge Graph (KG) is an explicit representation of human knowledge, which is stored in the form of graph
and used for reasoning and computing.

Knowledge Graph

l General domain oriented
l Commonsense knowledge
l Structured encyclopedia knowledge
l Emphasize the breadth of knowledge
l For general users

l Industrial domain oriented
l Industrial data
l Semantic industrial knowledge base
l Emphasize the depth of knowledge
l For industry users

Industrial KG



Implication
From open to vertical domains, the scale of interlinked KGs has been grown hundreds to thousands of times in the past 15 years, the
cost of extracting knowledge is gradually decreasing, improving the quality of extracted knowledge while continuously increasing the
scale of knowledge is the main trend in the future

What is Knowledge Graph (KG) – Rapid Growth and Lower Cost

2007

By 2022.11, The Linked Open Data Cloud

2014

Red nodes represent knowledge
graph datasets in life science





Implication
Knowledge Graph originates from how machines represent knowledge, use the graph structure to describe the relationship
between things, developed in the rise of Web technologies, and landed in application fields such as search engine, intelligent QA,
and recommender systems.

KG  as a World Model

What is Knowledge Graph (KG) – Perspective and Implication

Graph Structure as Knowledge Base

Text as Knowledge Base

Embeddings as Knowledge Base



Smart
AI

Knowledgeable
AI

perception

judgment

reasoning

thinking

Human brain can conduct reasoning and understanding 
based on acquired knowledge

recognition

language

Deep Learning

Knowledge Graph

Smart AI vs. Knowledgeable AI



SOTA and Trend of KG – Knowledge Representation and Reasoning

The Evolution of Multi-modal KG

Triples in form of (s, p, o)

Entity Centric KG

(Barack Obama,  Spouse,   Michelle Obama)   

Event Centric KG

Person:
Donald Trump
Time:
2016-2020
Country:
United States
…

Temporal Relation

Event: Trump_Serve_for_President

Event: Trump_Selected_as_President_Cadidate

Person:
Donald Trump
Time: 2016
Party:
Republican Party 
United States…

Sub_Event

Event:
Trump_Assigned_Executive
Order

Person:
Donald Trump
Time: 2017
Location: White
House
Contents:
…

Event:
USA_Attacked_Syrian

Target:
Syrian
Time: 2019
Dead
Person:
…

Causal
Relation

Birth
• birth date
• birth place
• name

Marriage
• date
• location
• male
• female

EndPosition
• time
• company
• position

Event Frames

Event Relations Causal relation, Temporal relation,
Co-reference relation, Sub-class
relation…

Spatiotemporal KGPersonal KG

Challenges
Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics,
processes, and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and
neural reasoning methods is extremely challenging.

Graph composing events, interests,
behaviors of an individual under the
protection of privacy and security

Expand knowledge representation level in time
series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

Symbolic + Neural

LLM as knowledge base and use prompts
to elicit the corresponding facts

Prompt KG



AI & Machine
Learning NLP

Database Web & IR

CV IoT

Knowledge Representation

Representation Learning

Knowledge Discovery

Multi-modal Heterogeneity

Scene Graph Generation

Visual Question Answering

MM Representation Learning

Visual Semantic Understanding

Visual Explainability

Multi-sources Collecting

Spatiotemporal Modeling

Transfer Learning

Few Shot Learning

Continuous Learning

Challenges
The multi-scale, multi-modal, and multi-disciplinary characteristics of data have put forward new requirements for knowledge
representation, collection, extraction, storage, computing, and application. Among them, it is necessary to overcome few shots,
explainability, and domain adaptation issues. At the same time, how to realize knowledge update at a low cost is also extremely
challenging.

The life cycle of KG construction: more types/sources, advanced techs, rapid updates, and widely used applications

SOTA and Trend of KG – Interdisciplinary

KG

Information Extraction

Knowledge Base Population

Pre-trained Model

Graph Database

Graph Mining

Graph Computing

Semantic Search

Question Answering

Recommender System



New Paradigm of Technology with Knowledge as the Core
Knowledge Graph System Architecture

in Industry

Challenges Data characteristics and knowledge differences in different fields lead to low knowledge coverage, intensive labor input, shallow usage
In applications, poor computing efficiency, difficult & weak sustainable operation and long time cost

AI should focus on small data and data 
centric AI. Especially in the manufacturing 
industry, we must rely on domain knowledge

Andrew Ng

Different computing manners, "offline - near real time - real-time", 
depend on the type of knowledge

SOTA and Trend of KG – System Engineering View



where was the author of mona lisa born

Challenges To build a multi-source and multi-modal knowledge graph, not only quality but also coverage should be considered. In the process of 
model training, the alignment of heterogeneous and multimodal knowledge is the difficulty of knowledge fusion and learning

Question
Answering

Search Machine Reading
Comprehension

Multi-modal QA

Trends of the Interdisciplinary Development of KG – Applications



where was the author of mona lisa born

In each specific field, the explainability of the model and predictions are the most important to realize the application value. How to 
balance the advantages and disadvantages of symbolic models and neural networks, and learn from each other is a hot topic in 
academia and industry.

Knowledge Graphs for Decision Making

Trends of the Interdisciplinary Development of KG – Applications

Challenges



Schema
Construction

Knowledge 
Acquisition

Knowledge 
Fusion

Knowledge 
Application

Knowledge 
Computing

Knowledge 
Store

Life cycle of Knowledge Graph

l Semantic search
l Question answering
l Recommendation
l Assistant decision

l Top-down method 
l Bottom-up method

l Schema graph fusion
l Data graph fusion

l Linked data: graph mapping
l Structured data: D2R
l Semi-structured data: wrapper
l Text: information extraction

l Triples
l Event information
l Temporal information
l Multi-modal

Reasoning 
is important !

l Graph computing
l Ontology reasoning
l Rule-based reasoning
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When KG meets LLM: Two Sides of a Coin

LLM

KG
Entity/Event/ST/

Multi-Modal/Embedding

Boost Rapid KBP: Knowledge Extraction/Fusion

Knowledge enhanced PTM/Prompt Engineering/Complex Knowledge
Reasoning/Provenance/Integrating Dynamic Knowledge

• Leverage the understanding and generation capabilities of LLM for automatic

extraction and fusion of knowledge

• Knowledge guided automatic prompt engineering

• The emergent ability of LLM especially CoT ，combined with KG reasoning

to solve complex tasks

• Knowledge in form of triples, instructions, rules or codes can be injected into

LM for data augmentation and bring more trustworthy and interpretability

• Linking generated responses of LLM to KG for references, provenance or

fact checking



When KG meets LLM: Knowledge-guided Prompting

In-context
exemplars

Knowledge

Instruction

LLM

KG
Entity/Event/ST/

Multi-Modal/Embedding



When KG meets LLM: Knowledge-guided Prompting

Implicit Knowledge

• LLM contains massive implicit knowledge

• Knowledge distillation

Few-shot prompting over GPT for downstream tasks like
QA, and introspect knowledge via reinforcement learning

RAINIER: Reinforced Knowledge Introspector for Commonsense Question Answering, EMNLP 2022



When KG meets LLM: Knowledge-guided Prompting

Explicit Knowledge

• Despite exhibiting strong generative
abilities, LLM tends to hallucinate and
generate inconsistent knowledge

• Retrieved from external explicit knowledge

Develop a selective annotation framework to avoid
reliance on retrieval of large-scale annotated corpora

Selective Annotation Makes Language Models Better Few-shot Learners, ICLR 2023



When KG meets LLM: Reasoning Capability Comparison

LLM Reasoning
• zero-shot 

prompting
• Few-shot 

prompting
• CoT prompting
• Instruction

KG Reasoning
• Graph computing
• Rule-based reasoning
• Ontology reasoning
• Spatial-temporal

reasoning
• KG embedding/GNN

• Code pre-training: enhance LLM

reasoning during training

• Prompt Engineering: eliciting LLM

reasoning during inference

KG Reasoning

LLM Reasoning

• Graph computing

• Rule-based reasoning

• Ontology reasoning

• Spatial-temporal reasoning

• KG embedding/GNN



When KG meets LLM: Two Kinds of Tasks



When KG meets LLM: Knowledge Augmentation

Input LLM Parsing
(Embedding/Extract)

Knowledge
retrieval

Relevant
knowledge/content LLM responses Output

Online

Offline

Multi-modal
Domain KG

Results
fusion/generation

Domain/General
LLM

Knowledge extraction
Rule learning

Spatial-temporal
reasoning

Multi-modal
alignment

Domain Data

Reasoning & Planning

Building
prompts



When KG meets LLM: Retrieval & Knowledge Augmentation

DeepMind’s RETRO (Retrieval-Enhanced TRansfOrmer) 

• Efficiency 🤠

• Updateability 🤠

• Provenance 🤠

• Effectiveness 🤠

• Synthesis 🤠



When KG meets LLM: Knowledge Augmentation

Check Your Facts and Try Again: Improving Large Language Models with External Knowledge and Automated 
Feedback 2023



Augmented Language Models
ToolFormer

Source: Augmented Language Models: a Survey （Yann Lecun et al.）



When KG meets LLM: Interoperability & Orchestration

KG uses ontology to realize the representation of domain data, knowledge and interaction, and completes completes the

automation of the whole process from real-time data access, knowledge update to user interaction.

Interoperate & Orchestrate

Integrate the following steps into a whole end-to-end process for hyper-automation

Data Access

Real-time, dynamic, or

temporal-spatial data

access

Knowledge Update

Update knowledge via

extraction by LLM

Reasoning

Combine reasoned

results from KG with

those LLM responses

Act

· User: chat, speak,

recommend

· System: API invoke,

send commands

• Task mining
• Consistency checking
• Process discovery
• Modeling via

simulation
• Case prediction
• Suggestion via

history data

DataDocAppProcessAutom
ation



When KG meets LLM: Interoperability & Orchestration

Data
Center

Robot
Studio

Business
Engine

Person
Studio

Smart
AssetsConsole

Data

Data 
Document

Data 
Process

Downstream
Tasks

Application 
Process

Semantic Center
& 

Knowledge Graph

Data 
Application

Process

Process 
Data

RPA + Tool use

Adaptive Routing



When KG meets LLM: Interoperability & Orchestration

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in HuggingFace 2023



When KG meets LLM: Interoperability & Orchestration

TaskMatrix.AI: Completing Tasks by Connecting Foundation Models with Millions of APIs 2023
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Augmented Language Models: Copilot Engine

v Grounding (pre-processing):
use Microsoft Graph to extract
relevant user data, and treat
them as a part of prompts

v Modified prompt: combine
user prompt with data, and
optimize the prompt for richer
contexts to be fed into LLM

v Grounding (post-processing):
perform post-processing for
results from LLM with further
validation and referencing

v Response + App command:
convert results into commands
for applications like Word,
Excel, or PPT. For example,
Office supports VBA and the
output of a command can be
any code.



Augmented Language Models: KG Copilot Engine

KG 
Copilot LLM

1. Query/Prompt

6. Response/Act

3. Modified Prompt

4. LLM response

Data Tool

Reason

Data/Knowledge
(DB/Doc/Files/GIS/…)

Tool Hub
(API/Model/Command/…)

2. Pre-processing

Unified View

5. Post-processing a. Fact checking
b. Data query
c. Tool invoke
d. Reasoning
e. Result fusion

a. Prompt build
b. refinement

APP

Mining & Reason
(BI/KDD/Reasoning)

v KG for unified knowledge modeling

v Multi-modal data

v Multi-source data

v KG for unified programming as a semantic gateway

v LLM + KG + Tool

v KG for automatic prompt building and result checking

v Pre-processing grounding

v Post-processing grounding



KG Copilot Engine Example: ChatDocument

LLMDoc QA
1. Question

6. Answers

3. Question + Top-k Doc

4. MRC Results

DataDocument Corpora

2. Pre-processing 5. Post-processing a. Referencing：Paragraph & Section Information
b. Result Merging

a. Question Embedding
b. Embedding Search
c. + Similar Fragment

a. Doc Segments
b. Embedding DB
c. Embedding Retrieval

KG
Copilot



KG Copilot Engine Example: ChatTable

LLMOLAP
1. Analytical Query

6. Query Results

3. Query + schema

4. Generated SQL

DataTables in DB/DW/BD

2. Pre-processing 5. Post-processing a. SQL Queryinga. Lookup Tables
b. Schema2Prompt

a. Table schema Description

KG
Copilot



KG Copilot Engine Example: ChatWeb

KG
Copilot LLMNew Search

1. Question

6. Conversional Response 

3. Question + SE Results

4. MRC Results

Tool Search Engine API

2. Pre-processing 5. Post-processinga. Search & Filter
b. SearchResult2Prompt

a. Search API Spec
b. Filter API Spec

a. Referencing：Web Page Provenance
b. Result Merging



KG Copilot Engine Example: ChatRec

KG
Copilot LLMRecsys

1. Information Need

6. Rec Response

3. Need + Candidates

4. Rec Results

Tool Recsys API

2. Pre-processing 5. Post-processinga. Candidate Items
b. Item2Prompt

a. User Profile
b. Item Info
c. Interaction History
d. Historical Needs

a. Referencing：Rec Path Finding
b. Rerank & Merging

Data



KG Copilot Engine Example: Chat & Analyze All Data

KG
Copilot LLM

1. Query/Prompt

6. Response/Act

3. Modified Prompts

4. LLM Response

Data/Knowledge
(DB/Doc/Files/GIS/…)

Tool Hub
(API/Model/Command/…)

App

NL Instruction 
(Reasoning/Interoperate/Orchestrate)

Data Tool

Reason

Unified View

5. Post-processing a. Fact checking
b. Data query
c. Tool invoke
d. Reasoning
e. Result fusion

2. Pre-processinga. Prompt build
b. refinement



Thank you

http://www.openkg.cn/


