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Linking Open Data cloud diagram 2022-11-03

of Andrejs Abele, John P. McCrae, Paul Buitelaar,

ACT L Anja Jentzsch and Richard Cyganiak.
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http://lod-cloud.net/

_What is Knowledge Graph (KG) — Well-known KBs and Characteristics
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Key In the early stage, KG is High-quality, manually-built, and for human consumption; in the middle age, KG is constructed by
Features algorithms and used to enhance the understanding capability of machines; nowadays KG is evolving towards multi-modality and

subsymbolic representations



Knowledge Graph

Knowledge Graph (KG) is an explicit representation of human knowledge, which is stored in the form of graph

and used for reasoning and computing.

_ General KG
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O An open, multilingual knowledge graph

CHISHI® XLORE[3¢]|
CN-DBpedia ESIGI I Yele=pry 1

General domain oriented

Google

Commonsense knowledge
Structured encyclopedia knowledge
Emphasize the breadth of knowledge

For general users

Industrial KG
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Industrial domain oriented

Herbnet

Industrial data

Semantic industrial knowledge base
Emphasize the depth of knowledge
For industry users



What is Knowledge Graph (KG) — Rapid Growth and Lower Cost

Lrgrnd

Manual
‘oYC - §5.71 per statement ' Red nodes represent knowledge
:Freebase - $2.25 per statement

. graph datasets in life science
‘NELL - 14.25¢ per statement

:DBPedia - 1.85¢ per statement

: Ah.Open PHACTS
:Yago - 0.83 ¢ per statementure

E HOW much iS a Tr|p|e? ither pharmacological data resources in an integrated, interoperable infrastructure
:ISWC2018
T I st S A5 0 W 4 STy v Explore. Build. Join.
SR | | S || e By 2022.11, The Linked Open Data Cloud
simple interface integrated triple store training opportunities
From open to vertical domains, the scale of interlinked KGs has been grown hundreds to thousands of times in the past 15 years, the
Implication cost of extracting knowledge is gradually decreasing, improving the quality of extracted knowledge while continuously increasing the

scale of knowledge is the main trend in the future



Knowledge Graph is more expressive than pure Graph but less complex than formal logic.
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What is Knowledge Graph (KG) — Perspective and Implication

KG as a World Model Text as Knowledge Base
Represent thingsin Describe things with ontology Embedding things in vectors
symbols Link things with semantics Neural Symbolic Reasoning ——— \ /
dediatric \ )
s Diabetes - Q‘o
- - Text2Knowledge
iomsuu = g “\p\u‘\A
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The Good Old Fashioned Al  The Semantic Web & Linked Knowledge The Knowledge Graph I
Graph Structure as Knowledge Base Embeddings as Knowledge Base
[ = | Embeddings : Distributed Vector Representation

: =
g . ‘ Neural Network

-~
& —> .
Structured Data Extract ‘l' ?-
/ - Language
Knowledge (Graphs) Knowledge Engine 54
Concepts Entities, Facts, Axioms, Rules . 9 T

« Text : Learn a vector of each word in a sentence

» KG: Learn a vector for each entity or property

* Image/Video : Learn a vector for each visual object
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e v @

Sl Rome
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hings - edSepn .

T =N = ‘ & m Pari S:GQDIM
loT Sensors “redSepn PL.,.. Jtaly
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wiki 2k %y (Paris, is-capital-of, France
5 s, twcap )

Crowds

Rome - ltaly Paris - France

KG = Computational Model of Relations

Knowledge Graph originates from how machines represent knowledge, use the graph structure to describe the relationship
Implication between things, developed in the rise of \Web technologies, and landed in application fields such as search engine, intelligent QA,
and recommender systems.




Smart Al vs. Knowledgeable Al

Deep Learning

erception Giéi 5 A Tl
p p Node of
Seatet

Smart

Al recognition ‘

judgment

Schwann ce
Myelin sheath

Human brain can conduct reasoning and understanding
based on acquired knowledge

thinking

Knowledge Graph

Knowledgeable language

Al

reasoning




Al is evolving to "Cognitive Intelligence”

I.n?eel;i‘;::Icethink independently & solve new problems

Cognitive _ . Knowledge Graph is the cornerstone
understand, think, explain e )
| of Cognitive Intelligence

listen, speak, recognize

r T Intelligence store, compute Edward feigenbaum . Zhang Bo
Sellp il Knowledge is the Al without Knowledge
power in Al system is not the real Al

B Machines can better understand data : Extract high-precision knowledge from data,

by leveraging semantic understanding, knowledge extraction, knowledge fusion, etc.

B Machines can better explain phenomena : Explain phenomena in a way consistent
with human cognition, by using knowledge reasoning, knowledge mining, visual

analysis, etc.
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Event Centrlc KG Personal KG Spatlotemporal KG
Label: intention 5 '\
S e ‘ ‘
| System.tina: 2021-1-12 16:31:11 5)
ient: Trump_Serve_for_President Label: Use Labe!: intention
[Vllm: Mn;on 1 * ¥;:': ::'n ¥ \
System_time: 2021-2-3 14:23:46 N
G Clustering '~
{
O b o
Birth Marriage  EndPosition Vol ) A 1
Event Frames - birth date . date - time * | typais: entertatimen b /
(Barack Obama SpOUSQ Michelle Obama) - birth place - location - company System_time: 2021 1 2 17:13:26 A B
I ' - name - male - position el User Profile
Causal relatic 'T'e | relati Graph composing events, interests,
; ausal relation, Temporal relation, . g . I
Triples in form of (s, p, 0) Event Relations Co-reference relation, Sub-class behawgrs of Cl individual upder the Expand knowledge representation level in time
» relation... protection of privacy and security series and space dimensions

Knowledge types: simple -> complex, static -> dynamic, community -> personal, plain -> spatiotemporal

IMGpedia
2015,2017

Semantic Web

formats
IMGpedia

MMKG

ImageNet,
Visipedia
2009,2010

still many unsolved
problems

+ Embedding based Rule

* Ontology Axioms

Leaming (e.g., lterE,
NeuralLP)

« Datalog

« Interlinking Multimedia

7
+ Apply Linked Data e Multimoda

Limited to explicit representation Implicit Repressntation

Fragrrangs” ultimedia Buit upon the backbone /ﬁ;l(m Ilv:dage\ ""g:‘;,';ﬁge Strong interpretation
of the WordNet | nowledge 2019 H 5
IMAGENET \_ 2013 Symbol Symbolic + Neural Embedding
N/1C1 2 Rwe t’;/
‘ ViSipedia Explicit Representation Easy for implicit knowled
 Graph Structure (e.g.. PRA) + Knowledge Graph asy for implicit knowledge

» Inductive Rule Learning (e.g., Embedding Lack of explainability
AIME) * GNN-based Reasoning
+ Ontology Embedding

Inductive Reasoning

+ Labeling Images with a Computer Game

== The Evolution of Multi-modal KG

Traditional symbolic knowledge representation methods are difficult to accurately represent complex knowledge such as dynamics,
Challenges processes, and cross-modalities. At the same time, how to combine symbolic reasoning methods based on knowledge graphs and

neural reasoning methods is extremely challenging.




SOTA and Trend of KG — Interdisciplinary

Al & Machine

Learning NLP

Knowledge Representation Information Extraction

Representation Learning

Knowledge Base Population

Scene Graph Generation Multi-sources Collecting

Knowledge Discovery Pre-trained Model

Visual Question Answering Spatiotemporal Modeling

MM Representation Learning CcV Multi-modal KG Heterogeneity loT Transfer Learning

Visual Semantic Understanding Few Shot Learning

Graph Database Semantic Search

Visual Explainability Continuous Learning

Graph Mining Question Answering

Graph Computing Recommender System

Database Web & IR

The life cycle of KG construction: more types/sources, advanced techs, rapid updates, a_

The multi-scale, multi-modal, and multi-disciplinary characteristics of data have put forward new requirements for knowledge

O sF=I[STale STl representation, collection, extraction, storage, computing, and application. Among them, it is necessary to overcome few shots,
explainability, and domain adaptation issues. At the same time, how to realize knowledge update at a low cost is also extremely




SOTA and Trend of KG — System Engineering View

industry, we must rely on domain knowledge

) 4
Al should focus on small data and data Modeling
centric Al. Especially in the manufacturing Abolicatt
pplication
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Knowledge Graph System Architecture

in Industry New Paradigm of Technology with Knowledge as the Core

Challenges Data characteristics and knowledge differences in different fields lead to low knowledge coverage, intensive labor input, shallow usage

In applications, poor computing efficiency, difficult & weak sustainable operation and long time cost




Trends of the Interdisciplinary Development of Knowledge Graph — Applications

Search Machine Reading Multi-modal QA
Gbigle tim berners lee query % | ¥ ComprehenSion

i B B Dl D T e &ﬁ At the base of a muddy ditch is the first primrose of my }
S - - knowledge card spring - glowing in the grey, a little spot of hope, brave,
— Mary journeyed to the den. beautiful and perfect.

Mary went back to the kitchen.
John journeyed to the bedroom.
Mary discarded the milk.

Www.w3 01 » People « Bemers-Lee v

Tim Berners-Lee - World Wide Web Consortium
Biogra Sir Tim Berners-Lee i e World Wide Web in

Longes Biography - Kids' Q ns - Frequently Asked Questions

R T RS search results 5 ) B . : 2
apeecdiyr oo Tiriy Borridraliea 2 Q: Where was the milk before the den?
o Amiphre A A b e = A : Hallway Hi Chris, wow well spotted with the beautiful flower, | love
Other names: TimeL. T8L Education Queenis Colege, Oxford (BA ©  wiom/People/BemersiLee walking alongside the river where there is a bluebell way

Spouse(s): Nancy Cardsor, (m. 1990; div. 2011 Bom
Conway Besners-Lee - Mike Bemers-Lee - World Wide Web Foundation - Enquire

Brian is a lion.

T — recommendation Julius is a lion.
P RS Julius is white. :
? Sle I I 1_‘;:_ . -
Alan Turing L.)‘ryPl)e Vint Cerf Ada Robert E ..—‘ Steve Bemhard Is green. & % -
- e Q: What color is Brian? %ﬁ Love every photo. (=) =) Especially the weeping willow. ]
——— <14 a P% NIt Thanks. It's nice to enjoy the wildlife nature and walk all the
way to Winchester's great scenery.
AN g @hews O Sppng O s 1 More Sam walks into the kitchen.
o Sam picks up an apple.
i it Sam walks into the bedroom.
Question Sam drops the apple. N e
: 38 years - : 2 —
An swerl ng Nove 19 Q: Where is the apple? I live in Scotland. We have woods opposite with bluebells
A: Bedroom but not as thick as yours, but have a river with kingfisher,
Heron and dipper.

People also search for

Yao Ming NS Yoo Qinkel Fang Fengdi
39 years T 10 years 72 years

Challenges To build a multi-source and multi-modal knowledge graph, not only quality but also coverage should be considered. In the process of

model training, the alignment of heterogeneous and multimodal knowledge is the difficulty of knowledge fusion and learning




Trends of the Interdisciplinary Development of Knowledge Graph — Applications

MORE MACHINE UNDERSTANDABLE

-

a
D
Knowledge
Data link I representation I Computable data
Semantic extraction Coarse data
ﬁ ch-- fr]
L. R :INTERNETor =0
o= " Hicea-
LyCiLI
text multimedia sensor

Knowledge Graphs for Decision Making

Palantir

‘A rE VDR mEY NS TP e

v A BIU 223 O 7/ v v remsne OO0 ©

https://www.palantir.com/

https://www.kensho.com/

In each specific field, the explainability of the model and predictions are the most important to realize the application value. How to

Challenges

balance the advantages and disadvantages of symbolic models and neural networks, and learn from each other is a hot topic in
academia and industry.




Trends of the Interdisciplinary Development of Knowledge Graph - Applications

Cockpit with Basic

Offline Cockpit Apps

Intelligent Cockpit a

* Equipped with 3g/4g * Multi screens

* Air conditioning, network + Rich networking Apps I
Radio, Offline  Basic Navigation, + Easy access to online iinaii
navigation Music and other Apps content hieigent |

Cockpit

Scenes Travel
travel once. perception and BRIEEEE
decision-making once. and

‘changes may occuron the way

user

weather time
passenger

Human Car Environment

User's behavior and Speed  HMI

S Road Building

Abundant Car Scenes Personalized User Preferences Scene KG and Life-long learning

The "small data, small scenes" of the intelligent cockpit and the unknown and dynamically changing real world make it impossible for
Challenges manual definition or deep learning to cover all "small scenes", and the algorithm needs to be continual learning / life-long learning with
multimodal knowledge
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Life cycle of Knowledge Graph

e Graph computing ]
e Top-down method e Schema graph fusion e Ontology reasoning Be.asonlng
e Bottom-up method e Data graph fusion e Rule-based reasoning is important !

¢ ¢ ¢
v

onstruction Fusion

Schema Knowledge Knowledge

Computing

Knowledge Knowledge
Store Application

o o

Triples Semantic search
Event information Question answering
Temporal information Recommendation
Multi-modal Assistant decision

Knowledge
Acquisition

6

Linked data: graph mapping
Structured data: D2R
Semi-structured data: wrapper
Text: information extraction




() Efficient Construction of MMKG

Knowledge Graph Knowledge Knowledge
Construction ‘ Computing ‘ Application
N d City -
- u,
s D= ®
mage e.n d (S Ton paris . 62
. Tgxt entity toctedin ot
* Visual concept ] o
Vis Alic eonardc
- Textual concept f_‘ . (@ da Vindi
Relation: e Bl oS ‘
e 9@ *
* has-visual-object \ L e
*  meta-of - Boy
* has-tag

 co-locate-with

Towards Building Large-Scale Multimodal Knowledge Bases.



Key Issue:

Multi-modal, Multi-scale, Multi-disciplinary Knowledge Representation

How to represent multi-disciplinary, multi-
scale, multi-modal knowledge including
space-time, events, rules, and dynamics?

Symbolic

Rep: logical symbols
Op: logical reasoning

aty
@ - &S
A TN
P Y w
(D ‘‘‘‘‘‘‘‘‘‘ @
oy % i
s \% %
v, @. 5 L]
e Bl % aob o,
3 %4, Y 70 “
@ & (»]

Pros: explicit semantics, high
accuracy, understandable

Cons: cannot handle open large
scale computing

VS.

Distributional

Rep: distributional vectors
Op: numeric calculation

o mliE=l
lg | .

. . Yitqle |

Pros: close the semantic gap,
large scale learning

Cons: unclear semantics, hard to
reason, uninterpretable

“Are there more red dots or biue dots

7| Cls glhpp

n the bl

‘Whhhpedoeslb}gwmh “Which face doe belg with the

>» 9 7
v <)

rrrrr

How to determine the coupling mechanism
and boundaries of different modalities of
knowledge representation according to real

world needs?

“Put the token on the spot on the mat
that you see in the picture.”

NE

How to represent knowledge that is important
but in the form of human instincts based on

cognitive science theories?

“Put the token on the spot on the mat

()

that the face is looking at in the picture.”

There are 5 or so
(out of 17 in total)
instincts or
knowledge that
the human brain
typically employs
when solving
specific problems

S.Pinker

Brain Inspired
Cognitive Science

“If ch are [i /)
with abilities to perceive objects,
persons, sets, and places, then they
may use their perceptual experience
to learn about the properties and
behaviors of such entities... It is far
from clear how children could learn
anything about the entities in a
domain, however, if they could not
single out those entities in their
surroundings.”

Elizabeth Spelke, 1994



Multi-modal Knowledge Representation — VILBERT

m
= ]—1£mbed]-< Co-TRM— TRM ]——b[hvo,hvl,---,hvfj

r-----

7~ A g

<CLS> Man shopping for fruit <SEP> 1

\WO W, ?}132 g Wy W, «oe Wy '—-lEmbed]—:-D[ TRM ]-.:‘-'[CO—TRM]—’[ TRM ]__{hwo'hwl;"':th]
L-k x K x

I+1 (i+1) (j+1)
H( ) HVl ‘HW

Add & Norm Add & Norm
Multi-Head

Add & Norm
Attention

Multi-Head

VILBERT is a model for learning task-agnostic joint
representations of image content and natural language.

Multi-Head
Attention

fueon TV K, We extend the popular BERT architecture to a multi-
o (viswar | D & Tnguistc modal two-stream model, processing both visual and
HO =" textual inputs in separate streams that interact through
(a) Standard encoder transformer block  (b) Our co-attention transformer layer co—attentional transfomler layel‘s-

VILBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks. NeurlPS 2019



Multi-modal Knowledge Representation — VL-BEIT

(a) Masked Language Modeling (b) Masked Image Modeling
all need Visual Tokens
t __t 654 543 432
[ Masked Langulage Modeling Helzad ] Gy _?""’3,2.1 —i Features .
VL-BEiT » 357/259 886 °
E”,:;gi;’;:;g 8 g g g 8 g i o 86 o A Vision-Language Foundation Model
: ( Masked Image Modeling Head )
[S] Word Embedding L I I i " i a
: e Masked vision-language modeling on image-text pairs
Attention is M we [M] ? VL-BEIT g g ) g g p i
(¢} Masked Vison-Languiage Modellng 5?32?3328 t % 8 8 g g ‘ t g masked language modeling on texts, and masked image
¥isual Tokens [S] Patch Projection mOdellng on lmages'
. 122 e B m [V Bl m ™ [M] . . I
Toomizer| = 587 876 765 - . - e [ecarned from scratch with one unified pretraining task,
e one shared backbone, and one-stage training.
234“ 876 4334
t 1 t 5 i1 d
[ Maskedimage Modeling Head ) e Conceptually simple and empirically effective.
VL-BEIT
- 88%8%8“% 8 58888 ﬁ
[S] [ Patch Projection Word Embedding Downstream tasks :
[M] ! [M] .E [M] A baseball player throwing a ball
player a visual question answering, visual reasoning, and image-text
t t .
[ Masked Language Modeling Head ] retrleval.
VL-BEIT
=8 88%8@8"% l 58888 8
[s] | Patch Projection Word Embedding

Eh.&;m ..i A baseball [M] throwing [M] ball
VL-BEIT: Generative Vision-Language Pretraining. arXiv 2022



Multi-scale Knowledge Representation — MERIT

Online Network
Encoder

Predictor

‘

'

Graph View 1

tl"’T

Momentum
Updating

<—> Cross-view contrastiveness
<—> Cross-network contrastiveness
(-

Multi-Scale Contrastive Siamese Networks for Self-Supervised Graph Representation Learning. [JCAI 2021

t,~T 4 <Q\‘
Graph View 2 71 2
1 i Stop Gradient
i A\

9("}.

- L/ LN g P g

G2 = (X2, 4;) 22“ '

Target Network L )

Graph Augmentations Siamese Graph Neural Networks Multi-Scale Contrastive Learning

The paper proposes a novel self-supervised approach to

learn node representations by enhancing Siamese

self-

distillation with multi-scale contrastive learning.

Through graph augmentations, the method constructs
two graph views, based on which an online network
and a target network are employed to generate node
representations for each view.

A multi-scale contrastive scheme, which
utilizes both cross-network and cross-view contrastive

modules, 1is| deployed itoniflicasniiificesicleutvcliiiintohic

learning

embeddings.



Multi-scale Knowledge Representation —— M-DCN

How to represent complex relations, such
as 1-to-N, N-to-1, and N-to-N? In the input layer: M-DCN reshapes and concatenates the subject entity

53 8 and relation embeddings in an alternating pattern.
B G In the convolution layer: M-DCN generates multi-scale convolution
Higtuer Aot filters to learn different characteristics between the input embeddings to
0.0 ) output feature maps.
< o
TomCruise . Mission: Impossible Agent Finally, the tensors of feature maps are vectorized and mapped into the
A O embedding dimension and computed with the object entity vector via an
inner product to return the possibility of a triplet.
]
:' ¥ Vi OO 0.12
: ' : /7 : : Chicago :
: 5 E ¥ i E =TT —F E
: Split & Reshape ;\\ ;o — | | | |'l @_ 0.21 !
i ! . FCP [T} {iMM San Francisco | Sjgmoid :
NN v o sy i oy s s S S St A ::Onvove — ' 3 — :
F(TIIII I d & R :
; | — i PO 0.98 |
: P S (S AR AT 4 : 1 — : : N Y k :
r T g » | ew Yor |
' Birth in Lwt» | T b :
! ~——>—>—>—— Reshape ; Feature map Hidden layer | | —'| | I | | | |@ 0.03 :
el L[] ﬁ] '\\ / ‘\\ Beijing )
._ Tom Cruise %, P A E &
Embedding combination Encoding Scoring

Multi-Scale Dynamic Convolutional Network for Knowledge Graph Embedding. TKDE 2022



Knowledge Reasoning Q

Knowledge Graph

Construction

‘ Knowledge
Computing

Knowledge
Application

y&4%: Deductive reasoning

Y44 Inductive reasoning

Formal logic
Syllogisms(E S =ERif)

Premise 1: All humans are mortal.
Premise 2: Socrates is a human.
Conclusion: Socrates is mortal.

Informal logic or critical thinking
Premise: The sun has risen in
the east every morning up until
now.

Conclusion: The sun will also
rise in the east tomorrow.

& : Abductive reasoning

2tE: Analogical reasoning

For example, when a patient
displays certain symptoms,
there might be various possible
causes, but one of these is
preferred above others as
being more probable.

Analogical reasoning is reasoning
from the particular to the
particular. Premise 1: Socrates is
human and mortal.

Premise 2: Plato is human.
Conclusion: Plato is mortal.

New Facts
New Knowledge



people = Attributes:

| g || glass
people ‘Qi,_ta e ! o .

Observed Not observed
during training during training

H-H E-0 H-a
FA-H H-4 -8
H-H G-d Hn-d

A

!
:

Training

.

- museum
indoor

Visual
Generalisation

Symbolic Generalisation

Visual Question: How many giraffes are there in the image?

Answer: Two.
Not observed

during training

New digits,

known relations Common-Sense Question: Is this image related to zoology?

Answer: Yes. Reason: Object/Giraffe --> Herbivorous animals
--> Animal --> Zoology; Attribute/Zoo --> Zoology.

¢ =K

7.6

KB-Knowledge Question: What are the common properties
between the animal in this image and zebra?
Answer: Herbivorous animals; Animals; Megafauna of Africa.

Visual generalisation vs. Symbolic VQA, Commonsense QA,
generalisation KBQA , and Machine Reading Comprehension



17 DEEP LEARNING

¥ lan Goodfellow, Yoshua Bengio,
\' and Aaron Courville

Yoshua Bengio
NeurlPS Keynote, 2019

Marvin Minsky
The Society of Mind, 1986

SYSTEM 1 VS. SYSTEM 2 COGNITION

2 systems (and categories of cognitive tasks): Manipulates high-level /

O
T

: thinking slow

semantic concepts, which can )OQ.
be recombined X
combinatorially
System 1 System 2
THINKING,
¢ Intuitive, fast, UNCONSCIOUS, N TS oW * Slow, logical, sequential, CONSCIOUS,
non-linguistic, habitual ’ o linguistic, algorithmic, planning, reasoning
- -
e Current DL ¢ Future DL
DANIEL

KAHNEMAN

hard
explanation
learning slow

From system 1 DL to system 2 DL Framework for representing knowledge



Cognitive Theory

Slow
O
Unconscious Conscious
Emotional Logical ==
“ Automatic Effortful
Stereotypic i Reasoning

Knowledge Graph Perspective

Neural (system1) are

Powerful for some problems

Robust to data noise

Hard to understand or explain

Poor at symbol manipulation

Unclear how to effectively use background
knowledge

Symbolic (system2) are

Usually poor regarding machine learning
problems

Intolerant to data noise

Easy to understand and assess by a human
Good at symbol manipulation

Designed to work with background
knowledge



Neural + Symbolic:

« powerful machine learning paradigm
* robust to data noise
* easy to understand and assess by humans

e good at symbol manipulation
« work seamlessly with background knowledge

HOWTO

/ranslation\

Neural Network

Data
Background
knowledge

Revised
Consolidation knowledge
4.i-...~_‘fxtmctmn ————“““"

Artur d’Avila Garcez , Tutorial , IJCAI 2018

Trained Network




Symbolic

NAS
Meta-learning
Swift Logic, System 2 Deep learning

Deductive Reasoning with DL
RL 2.0 _ VX.Y links(X.Y)vlinks(Y,X)=> similar(X.Y) Georg Gottlob, IJCAI 2017

‘
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"I :‘:'1..4' Nir
il o o5 ) b
I, AR A : N
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Pedro Domingos and Matt Richardson

2003-2010
1999-2008

Neural



Applicability of neural methods to Knowledge Graph problems:

RNN+ Hierarchical

KG Embedding Attention GCN

Romé  1S-Capital-of ok £ 8
1 Ita Paragraph
Level
|S'Capltal'0f 0Oq 'Lntion Sentence
{ i S ha(m) Level
France [ Adriana i Greenwich Ne
Question Answer T e o
Knowledge Graph Completion'-2 Multi-hop Web Question Answering3#

(statistical inference, not logical deduction) (shallow reasoning)

1. Wang Q, Mao Z, Wang B, et al. Knowledge graph embedding: A survey of approaches and applications. TKDE, 2017, 29(12): 2724-2743.

2. Zhang M, Chen Y. Link prediction based on graph neural networks. NIPS. 2018: 5165-5175.
3. Jain S. Question answering over knowledge base using factual memory networks. NAACL. 2016: 109-115.
4.Fang Y, Sun S, Gan Z, et al. Hierarchical Graph Network for Multi-hop Question Answering. arXiv preprint arXiv:1911.03631, 2019.



Modification of neural methods so that they fit Knowledge Graph problems:

: Oxg X/Q
Y/>f3//i)RT : O‘O TEERERR! > Y/BART :
: Z/HOMER :

S, S, s, s,
Neural Theorem Prover?

Swift Logic, Georg Gottlob, IJCAI 2017

knowledge graph management system Deep learning for noise-tolerant RDFS

.- : reasoning?
(statistical learning, not neural method) @~ 7 s-eeeeeeeeofoooonooo o0 TR
Deep Reasoning
1. Rocktaschel T, Riedel S. End-to-end differentiable proving. NIPS. 2017: 3788-3800. (specific problem)

2. Socher R, Chen D, Manning C D, et al. Reasoning with neural tensor networks for knowledge base completion. NIPS. 2013: 926-934.
3. B. Makni and J. Hendler. Deep learning for noisetolerant rdfs reasoning. Semantic Web, 10(5):823-862, Sept. 2019.



Data curation, reuse, and knowledge transfer for neural network training

teacher network construction rule knowledge distillation

.-
—~ \{l Pe (le') IOSS
\ projectiog, e —_———— ) .
/ a(yIx) \ > l g e

/ ' D00 )
22 back
\ teacher

G propagation
|

logic rules

labeled data

Curation in NNs with Logic Rules

Hu Z, Ma X, Liu Z, et al. Harnessing Deep Neural Networks with
Logic Rules. ACL. 2016: 2410-2420.

Freebase

Relation Entity1 Entity2
/business/company/founders Apple Steve Jobs

Mentions from free texts

1. Steve Jobs was the co-founder and CEO of Apple and formerly Pixar.
2. Steve Jobs passed away the day before Apple unveiled iPhone 4S in late 2011. jq—

- C

hired
Kojo Annan

the
son
of
Kofi Annan

in

———
| word position | | I
Vector representation Convolution Piecewise max pooling Softmax classifier

Data reuse in Distant Supervision

Zeng D, Liu K, Chen Y, et al. Distant supervision for relation extraction via piecewise

convolutional neural networks. ACL. 2015: 1753-1762.

I felidae; I

~ Seen Class — = T = == 7= 7= =777 7 active in the day as well |
¢ I Attribute [ as at night; I
. I Knowledg L Africa; )

(r===ﬁ

Few-shot , one-shot, zero-shot learning-2
(Not real systematic generalization)
1. AR ENEIEIRE ARG, FRE, dNIXE

2. Xiaojun Chang, Mining knowledge graphs for
vision tasks, Monash University



Explain behavior of trained neural networks (Explainable Al)

Input Layer

@ Hidden Layer

@ Output Layer

Training Data

Neurons respond
to simple shapes

Neurons respond to
more complex
structures

Neurons respond to
highly complex,
abstract concepts

Input
_ (unlabeled
) < :
Z image)
\\ Low-l:ével
3 ; ] 1st Layer | featurgsto
S high-fevel
>§< features
" ) /Y 2 2nd Layer .............. y i:. """"""""
nth Layer
................................ v

QQ

10% WOLF 98% DOG

-
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.
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.
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went

Lecue F. On the role of knowledge graphs in explainable Al. Semantic Web Journal, 2019
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Neural-Symbolic Learning

Input Data e v & o
ED. = - e
Images + labels + e
annotations - (2 <N
r* . 5/
Neural 2. Symbolic .
;'r:: : ;:iln g ‘ Loss processing
i component = Function b component
e.g., Lror e.g., SHAP
> e.g., DNN such as At b ation
EXPLANet * A =
3. XAl-informed |
training procedure with . ¥ XAl Loss o
misattribution function Function
e.g., SHAP Backprop via eg.Lsgap
Shapley analysis
pley y ——
X-NeSyL Methodology: eXplainable Neural-Symbolic Learning

Input Symbolic Data
e.g., Knowledge
representation with
Domain expert
Knowledge Graphs

Output: Class +
Explanation

e.g., Objects + object
parts in images

——

Hispanic-Muslim (ke
f

-

......

Output:
Audience-specific
XAl Metric, e.qg.,

SHAP GED

X-NeSyL methodology involves the concrete
use of two notions of explanation, both at
inference and training time respectively:

(1) EXPLANet :Expert-aligned eXplainable
Part-based cLAssifier NETwork Architecture,
a compositional convolutional neural network
that makes use of symbolic representations.
(2) SHAP-Backprop, an explainable Al-
informed training procedure that corrects and
guides the DL process to align with such
symbolic  representations in form of
knowledge graphs.

EXplainable Neural-Symbolic Learning (X-NeSyL) methodology to fuse deep learning representations with expert knowledge graphs: The MonuMAI cultural heritage use case. Information Fusion. 2021



Neural-Symbolic Learning

bed () '“"‘Pfii'i) [ beside ( ||, % )

Bl [

! beside(:. 23, L‘)

_________________________

bed(x) /\ beside(x,y) = lamp(y) low-level

Logic rules

This paper integrates symbolic knowledge into deep learning models and propose a bi-level
probabilistic graphical reasoning framework. The high-level structure is designed to take
reasoning results of the visual reasoning module, while the low-level structure is the
ground atom of logic rules to correct the error in the high-level structure, such as
correcting “near” to “beside”. The model is trained to output reasoning results of the visual
reasoning module based on symbolic knowledge

A Probabilistic Graphical Model Based on Neural-Symbolic Reasoning for Visual Relationship Detection. CVPR 2022



Multi-strategy Question Answering Q

Knowledge Graph Knowledge

Knowledge
Construction i

BOETHICS Growth ingenome EVOLUTION How genes and CHEMISTRY Debating how EXHBITION Wildlife
screening could cause culture have shaped our life gotgoing onthe paintings from
dangerous meddling p27 ability to cooperate p29 early Earthp30 Yukon to Yellowstone p32

Search needs a shake-up

On the twentieth anniversary of the World Wide Web's public release, Oren Etzioni
calls onresearchers to think outside the keyword box and improve Internet trawling.

wo decades after Internet pioneer

Tim Berners Lee introduced his

World Wide Web project to the
world using the alt hypertext newsgroup,
web search is on the cusp of a profound
change — from simple document retrieval
to question answering. Instead of poring
over long lists of documents that contain
requested keywords, users need direct
answers to their questions. With sufficient
scientific and financial investment, we could
soon view today’s keyword searching with
the same nostalgiaand amusement reserved

for bygone technalogies such as electric
typewritersand vinylrecords.

But this transformation could be
unreasonably delayed. As a community,
computer scientists have underinvested
intools that can synthesize sophisticated
answers to questions, and have instead
focused on incremental progress in lowest-
common-denominator search. The clas-
sic keyword search bax exerts a powerful
gravitational pull. Academicsand industry

chers needto achievetheintell 1
‘escape velocity’ necessary to revolutionize

search. Theymust invest much morein bold
strategies that can achieve natural-language
searching and answering, rather than pro-
viding the electronicequivalent of the index
atthe back of a reference book.

Today, that ‘book’ is distributed over
billions of web pages of uneven quality,and
much effort hasbeen directed at ranking
the most useful results. Such enginesreadily
index billions of documents, but over-
whelmtheir users with millions of results in

pon simple queries. This quandary
only worsens as the number of web pages »

ILLUSTRATION B JONATHANBURTON

Application

Prof. Oren Etzioni

Turing Center
University of Washington

Question answering
(QA) system is the
basic form of the
next generation
search engine.

— {Nature) 2011.8




Neural (System1) Symbolic (System2)
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Input

(Question) ONTOLOGY
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WITH ...

Triples

SPARQL Query
SELECT
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—
__ r Gmph INSERT DATA
SQL Lol s
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Input d
/ DELETE DATA
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History of Question Answering

1990 2000 2011 2012 2020
Information ~ ™ Community-based ™ QA system becomes mp Knowledge graph =  Multi-strategy
retrieval-based QA QA system the basic form of the based search Question Answering
system next generation engine

search engine

4

~

=) /
y —— % " —— PR—— -
E [maxli lszoo.o
i |

4
/-

Text REtrieval Conference (TREC) =

...to encourage research in information retrieva
from large text collections.

Vo

794 30 acve Yahoo Answers user? Come i Facebook group made st o yeul
you 3 Yahoo Answers Powar User?

Overview

|

‘\;‘
&
= i
$300,000

—
Wr
|

Other
Publications Evaluations S
Information &:@;y ‘ Frequently You recommend?
for Active &%?‘A;\?ﬁ% D N - =
Participants :}%%L = Questions —
SeEmge T
Tracks Data

Past TREC Contact
Results Information Baitum ftuanaT | mexx |

WolframAlpha

*
~Frecbase Y3GO

=
L Mac oaning) , ERAEFMBUNBYIASANIN, ABPINFERBUN “&F
AN HE, ANRRANERS TRENFREUNELAENS TRNNFN-
" N
OpeniE

Facebook's (Reverb, OLLIE)

Entity Graph
5 . Google's

Knowledge Graph



High usability

/\

Supporting natural

language queries.

\

/

Targets & Requirements for QA

High query

expressivity

A
4 )

Path, conjunctions,

disjunctions, aggregations,

conditions.

(N /

Accurate &
comprehensive

semantic
matching

-~

=

~

High precision and recall.

/




Technologies & Methods for QA

IRQA : QA based on information retrieval |

Question Answering e
: q +:| Knowledge Graph p—— KBQA : QA based on knowledge base |
Text R i MRCQA: QA based on reading comprehension i




Architecture of IRQA

Question

Domain keywords

retrieve & coarse-
grained ranking

|
| — /:
-~

fine-grained |_ .
ranking

1,

FAQ Data

index

Coarse index

training data for Ranker

label

i

Sentence patterns

training data for Matcher

train

| =

A

Matcher model

Ranker model



Architecture of KBQA

Question Question Semantic Query Generation Answer
Understanding Parsing & Execution Generation
i Knowledge construction & storage § Data Labeling & Model Training ' Computing Platform
Query Template Matcher Ranker ; :
structured data Jsemi-structured datajunstructured data e model model : Al Al g orithm

v ; | Library

Knowledge _ 5 Automatic generation
Process Platform [Tkt 5 of standard questions Tramlng data ; SPARK

— - R GrU Custer
Data Review Platform Standard quest|on set = =19 g A

| mult|ple storage |
_ Wiki- I|ke docs _ ES Cluster unlabeled raw data




Knowledge Graph Based Question Answering

Question

Which Street Fighter is David Sirlin?

Logical Form
(AND

(AND (JOIN David_Sirlin)
(JOIN Street Fighter)))

Knowledge Base

Street_Fighter

S_f’_;:;rson / ’ ( ) T .
game_series

David Sirlin

nationality game_series ]
ideogame designers Type
award nonimated work
USA yuthor Super SF II1 is a O
- = — SF 2010 ;
- Entity
publisher
is a - —[r] >
M is a .
Playing to_win 'w Relation
Capcom computer videogame

Most state-of-the-art approaches to KBQA are based on semantic parsing, i.e., a

question is translated into a logical form , which is then executed over the KB to
retrieve the answer .

Knowledge Base Question Answering: A Semantic Parsing Perspective. arXiv 2022



Architecture of MRCQA

A
. document _— paragraph segment
Question retrieval ‘ . — retrieval generation -

=

@'—» paragraph index

High qualit label 5 .. o .
S oxts manually [ | MRC training data generation [ train e MRC model

[ transfer j—u— FAQ pairs




A Typical MRC Type & Model

Start End Query2Context
In meteorology, precipitation is any product ‘ y
of the condensation of atmospheric water vapor ( Soffmax )
that falls under gravity. The main forms of pre- Output Layer De_”se + Softmax LSTM + Softmax ralrairaleyiraleyl BTH
cipitation include drizzle, rain, sleet, snow, grau- o Mm Ry . .||.,,|, ”.“. it
pel and hail... Precipitation forms as smaller i e V- e h = o”o“o”ol- s |o~ Uy
droplets coalesce via collision with other rain . @ o_,l l:_,l_o_”:_,l !_O_Ic_,l Uy
drops or ice crystals within a cloud. Short, in- Mogeling Lavas 5 |
tense periods of rain in scattered locations are a8 . by Fig L
called “showers” . g (g | ar
What causes precipitation to fall? :
ravit P P Attenﬁon Flow Query2Context and Context2Query
g y il Attention Uy
hy ho | hr U4 Uy Up
Phrase Embed s s U+
Layer & ?
Word Embed !
. . Layer 1 ] (- ] 1 1]
Extraction based question answer Word  Character
Character . | |:| ] [ - (o] aracte
Embed Layer Embedding  Embedding
X1 X2 X3 X1 Q4 Qu
Answer span (start, end) : . - . GLOVE | [ char-onn
Context Query

Minjoon Seo, Aniruddha Kembhavi, Ali Farhadi, Hannaneh Hajishirzi. Bidirectional Attention
Flow for Machine Comprehension.



With Pre-trained Language Model

glove/word2vec Pre-trained Pre-trained Pre-trained
table ELMo model OpenAl GPT BERT
Aniwer LSTM Answer Transformer Transformer
L-R, R-L L-R L-R, R-L
Predict Layer 1‘
DQ)‘}sion Predict Layer
. Atfention Based Interaction DO ) ,
: 4 ) fusion
Dco'{‘ltext_aware Qcontext{\aware 't‘ .
| Context Aware Encoding | |:> DB P.I‘E-tl‘.a!ned Language Model
Digedim Ui Representation model Simplifies the whole framework

| ’ Word(Char) Embedding ] |

D(document) Q(Question)

f f

D(document) Q(Question)




Multi-hop Reading Comprehension — Cognitive Graph

Cognitive Graph G
SyStem 2 (GNN) Before Visiting x il I
Cognitive Graph QA: Inspired by the dual
A[x]{ 4 process theory, the framework comprises
| T @ functionally different System 1 and 2
|
| modules. System 1 extracts question-
| J iy
L g — S - =7 mecitts or relevant entities and answer which are
¥ ass cnljes ., esults o e . o e
[ mx[w] 'Nest] to “Next”“Ans | Ans | 8D of organized as a cognitive graph. System 2
____________________ ~- v G isiting x
TP TP then conducts the reasoning procedure
. / P Pl il over the graph, and collects clues to
|Name of entity “Next”| |Possible answer “Ans”| !
uide System 1 to better extract next-ho
: S o e o et e S i
entities.
[ T ’ [ T ] [ Ty [T[sm] [ T ] [ ! ‘ [ T, ]
- semle, Q,clues]] System 1 (BERT)
’ EicLs) ‘ l Ey ‘ Ey ’ Eispp | | E; B}y
PSSP Ea P
L L L L L]
[CLS] Tok; wa Tokn [SEP] Tok] - o e Tok)y,
Question +vclues[x,G] Parag‘;aph[x]

Cognitive Graph for Multi-Hop Reading Comprehension at Scale. ACL 2019



Multi-strategy Question Answering

IRQA answer

KBQA answer

MRCQA answer

IRQA answer
KBQA answer
MRCQA answer

i —

{ IRQA confidence |
: of answer model

KBQA confidence:
: of answer model

MRCQA confidence
: of answer model :

Evidence
gathering
& scoring

=m=—K BQA confidence of answer

== |RQA evidence score

== KBQA evidence score >

== [\V|RCQA evidence score

== RQA confidence of answer

»

Merge & rerank

a. Final
===\|RCQA confidence of answer based on answer »A

and its evidences nswer

Murdock, J. William, et al. "Textual evidence gathering and analysis." IBM Journal of
Research and Development



Knowledge Enhanced Conversational System

i' \i User Utterance: . .
Utterance: | @ ook for something nearby, I am Relationship meta-features augment
\ 7 / ' embeddings using commonsense knowledge,

i Intent Label:
o 9 CassDesive | Fi0¢ which significantly reduces our model’s reliance on
] e E :m"hp:ntn;nt"'> —  the scarcely available seen intents training data.
E ; 5 , Furthermore, these features reduce our model’s
Utfor ¢ \, IsRelated, - ) loor|  bias towards seen intents given that they are
Intent Label k 5 5 similarly computed for both seen and unseen
Relationship Meta-feature Generation intents

utterance, intent, and computation of relationship meta-features based on knowledge graph

Look for something nearby. Iam - Utterance Embedding - Relationship Meta-features Intent Embedding
' feeling hungry. R e e s Sy g N s e e S e Gy
5 (&
PU Classifier e
B — PG %) )=
: =]
i Predicti A
Sorld i Fonotion P& %) —— BT | X) & =
- I N ' : : unction - oé g
Z; FindRestaurant — T - ——> P(Zjy2 | ) e g
Ij+1 ReserveRestaurant —l—» . =

...........................................................

T;+> PlayMovie O syl 1| 1

model framework

Generalized zero-shot intent detection via commonsense knowledge. SIGIR 2021



Knowledge Enhanced Visual Question Answering

Object Space

S0
Fusion / (" Semantic Space%‘ {\o;i : \\\\_\
'\_ Entities: { plate, wheel box, ... } . _n_ma;c'h_:\-\ J O\ — ‘;*\M \I
Relations: { IsA, RelatedTo, ... } . £ |
: Which object in this S H £ @y
?n:;: ishlikte,la Ft)lat:; Modils: X Knowledge Space : [{fnsbee waffle iron, )j\é © ///
= ';.;a;;;;.;(;i;;;;;;{, "‘;:(S*m"a""v};n;;'[“";;ee—; )
[—» Training Stage]
----- Testing Stage
: Q1: the answer is outside the image and The paper proposes a robust Zero Shot VQA
: question algorithm using Knowlege Graphs, which adjusts
: Q2 and Q3: the answers are within the images : answer prediction score via masking based on the
: or questions but require additional alignments between supporting entities/relations and

knowledge. fusion Image-Question pair in two feature spaces.

Zero-Shot Visual Question Answering Using Knowledge Graph. ISWC 2021



Knowledge Enhanced Visual Question Answering

Q: Which movie featured a Wikipedia facts

= man in this position telling

. F , named aft | I : :
his e story to strangers? | \atiion Gectord Forrest, narrates the Instead of searching for the answer in a vast collection of often
4 Baseline: Cloth t f his life. . 5 g 0
ours:ForestGump |G MESERNE SRR irrelevant facts as most existing approaches do, MAVEX aims to
_ ) learn how to extract relevant knowledge from noisy sources,
Q: Is this a healthy dish? Sancepisvreistions ° '
o Qithisab N rrrr——— which knowledge source to trust for each answer candidate, and
Ours: Yes b el how to validate the candidate using that source.
Q: What breed of dog is
resd of dog
;’;z;?:einszzz::;m' e e - Noun Chunks (S1-a) Object Linking (S1-b) Annotations (S1-c)
§ Ours: Golden retriever Question: When was the cola Phrase 1: Phrase 1: Phrase 1:
brand on the signs founded? el W - board (tlag(g;ng)d)
Answer: 1892 [ - coca cola (bran
Using more knowledge sources increases the 5 Ehtase 2 5 ""’ase 5 e aeara]
. . . < ‘, G- Sl = t OCR
chance of retrieving more irrelevant or O‘ e o)

noisy facts, making it challenging to find the
answer. To address this challenge, the paper

Wikipedia Sentences (S3-a) U

In 1892, Candler set out to incorporate a second company; "The
Coca-Cola Company" (the current corporation) ...

Search Words

propose Multi-modal Answer Validation using _ ConcentNet Concepts (53.5) 5 e i
1 . ! - Coca Cola :
External knowledge, where the idea is to O <, RlesTo, Limonade, <fat ke, Feedto o> | (g | 1 ° S sin ;
: L . <Coca Cola, IsA, Coke>, <water, RelatedTo, Cola> ... E : thi)lg ey :
validate a set of promising answer candidates S S— images (53.9) - Sons |
based on answer-specific knowledge Statement: The cola brand on the i Wy!
: P 8 signs was founded in 1892. g E> - 1892
retrieval. 4 ,

Multi-Modal Answer Validation for Knowledge-Based VQA. AAAI 2022
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http://www.openkg.cn/%0d

® |Inspired by schema.org

® Provide data interface definitions and
standards for open Chinese KG

® KGAPI: KG Service, Multi-level KG data
index

cns_fund_public

cns_schemaorg

| ! cns_person

cns_kgdai

cns_top

® KGTOOL: KG data quality verification,
schema visualization

OpenBase

R USSR AR B

&OpenKG.CN =

FRE IR EE

Follow CCO data protocol
Based on cnSchema

OpenBase

fine-grained
knowledge

OpenKG
Blockchain

G

Crowdsourcing platform for KG

S \e Openbots
cnSchema @

Label data E
Evaluate data !

cns_place

cns_organization

http://cnschema.org/

_________________

Reviewer

Accepto

Operation &
maintenance

__________________

Modify data
Final check

1
i
1
1

OpenKG.CN
Datasets, Tools

Data storage

e ONTFS (distributed storage)

v _Workflow control
*

* “Data_processing upon
Meta m:odeling tasg\ g up
semantic medjation

. Obje%;t abstraction <4 Trust business suite

ONTID

\‘ ONTOlOgy : DDXF

|
| Lo ” . -
: Workflow definition Syntactic mediation

v

) * _Dafa credential Data manipulation (business)

Ontology infrastructure &~
* T solutions, e.g., web-app, loT

¢ Ontology mainnet

*  Ontology cross-chain systems

*  Ontology sharding
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Industry practice - Financial Securities

e Ultimate controller discovery multimodal rt;sources enrich
description of entities
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Industry practice

e Credit risk control

When two loan applicants
have abnormal flow and work
in the same company, the
company may be a risk point.
It is easy to discover the high
risk companies based on
knowledge graphs.

- Financial Securities

1=+ —customec

TRTLeEn
4 an
o~ /INGER \ company
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fol=

RE ez i, %
N
SEELIEE
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e
s 02163951234
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AR
FRE100S

02159141888

02156111111

B ==
Discover relationships between

customers of the same companies
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Knowledge graph for operations and maintenance

® System operation data

Log data, stream data, performance metrics data,
network data, user behavior data, monitoring

data, tracing information, etc.
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® General hardware and software knowledge
Manufacturer information, manuals, vendor knowledge

base, blogs, Stack Overflow, etc.

Sources of

knowledge for
o&am

® Software and hardware information

Server, network device, application service,
database performance, configuration
information, service bearer information, etc.
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® Fault data

Internal work orders, fault reports, maintenance
records, etc.
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Industry practice - Equipment defect knowledge graph
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Overview of applications

® Middle Platform of Industrial Manufacturing Knowledge

Fo-mmmes 1. Intelligent Semantic Search

. Equipment failure management and early

@ Lo 2. Industrial Equipment Health Management
e warning

@
. @
@

Knowledge

application

. FMEA analysis based on knowledge graph

@

. Fault diagnosis and location

—————————— 6. Auxiliary filling & report preparation

Industrial Manufacturing Knowledge S 7. Process optimization recommendations



1

Industry practice - Smart Manufacture

e Power equipment fault diagnosis

DGA original sensor data
FAEIR0l Yy SFZ25000 compute
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TREBOL AREMA s rcOmpute
003 _ N
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WFESHT003 1A 1990. 10. 5
HFE A HT001 H2 i 9.5 compute
THEEAMHT002 H2 i 12.0 —_ V23 AVAN
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semantic data formula

WESHT001 ClC2€ i 47 X F=RE = (130-47)/47
HEEHT002 ClC2 €1 130 _ Az,
L4003 C102 ¢ i 221 = 0.54/B>1FEFm0.1/8

construct KG by
leveraging sensor data

m Deep neural network

Transformer temperature is higher
than 700 degrees - abnormal

Winding medium - normal

Absorption ratio - normal

equipment condition

« Convert sensor data to semantic data and computing results
- Train a deep neural network model and construct diagnosis KG
- Combine the model and KG to reason the recommend detection scheme

Rule: Transformer temperature is
higher than 700 degrees N Winding
medium is normal N Absorption
ratio is normal

—detect the grounding resistance

Expert rule-base

detect grounding resistance

recommend detection scheme



Industry practice - Pan Media

e Multi-dimensional display of industrial knowledge

primary battery
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Industry practice - Fighting the epidemic

e Family gathering spread analysis

Discover spread path through KG
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e Epidemic consultation

&iFieie)
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Q 587 HRBAEREBIENBA BIRE T AREIEAR
EERMZERTA?

BLETRRBENE?

What precautions should | take

when | have to go outside?

BANBRAER

25/
A

. . . ERRZIVE
Q Avoid close contact with people who are sick.
Clean your hands often. =
: ; : . . TEW AT A B
Avoid touching high touch surfaces in public s
places.

Is there a vaccine for the disease? e

@ At this time, there's no vaccine to protect against
this new virus and no medications approved to
treat it.
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Industry practice — Visual analysis of supply chain

v" 360 view of more than one hundred key
materials of a pharmaceutical company

v" Early warnings (e.g., weather, policies) are .
visually displayed and updated in a real time o

v Nodes of specific types or links are highlighted V'S;a;nzf;;%?u?efp::trr?:rcsehtigca

to get a clear glance of influence chain

SRS

\

Impact path of raw material prices

EREESLS

B

Visualization of relationship between
companies and materials




Industry practice — Drug repurposing

Drug Candidate Prediction Based on Complex Heterogeneous Information Networks

Proximity ﬂ
@& 7 O\ % &
@r \ al .
) / Wiodula2 Ll SK - 25 public listed small
/ \gmmmles T . R = e S molecule drugs, 53 under
" Modulet - Moduled clinical research

©

—————— T8 potentially =—
:- --------------------------- . effective drug E ------------------------ E

/ E GWAS and Pharmacogenetics Database : : i é
O . ° & e . . i~ AR SR .

VOV

. ; : Synergy
Drug Rgpur_po_smg . . Side effects
prediction pipeline .

8000+ drug : 30 drug candidates
candidates ( via PK, toxicity, safety, IP filter)



Urban Knowledge Graph

® Urban design knowledge graph based on multi-city data

Lancaster

I Berks

I Schuylkill

| 2dams

] Lehigh

| Cecil

i Salem

N Kent

m Morris

m Cumberland

m Gloucester
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= Philadelphia

- Chester

- Howard

- Mercer

- Bradford

- Baltimore

- Wayne
Bucks

- Hunterdon

- Hunfingdon
Tompkins
Northampton
Snyder
Burlington

Talbot
Middlesex

Rich urban big data and related algorithms can be used not only to understand the current situation
of cities and build city models, but also to build city knowledge graphs through the analysis of large

samples of city cases
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Spatio-temporal knowledge graph

® Structured representation of spatio-temporal concepts, entities and relationships in
the form of knowledge graph
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Industry practice- Intelligent Industrial Park

® Using knowledge graph to realize the whole process of positioning-evaluation-
reasoning-optimization of industrial park planning.

Similarity calculation for each indicator to the

"7 head park
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A New Paradigm of Knowledge Graph Technology in the Open
Environment of Interdisciplinary Fields

action of 5/2020 KB-answerable queries

Traditional
KG Dev

® Biz need

Acquire knowledge on demand in the
open world assumption, overcome the
bottleneck of low knowledge coverage

: ki
Wikidata DBpedia Wikidata
0.75 =
9 ar =
2 o0s | -
&
4 -~
€
L] [ .~
0.25 = J
T s
4 ez 0015 1237 0410720
0 o -
08/12 08/14 08/16 08/18 10/03  10/07 10/11 10/15 10/19 wwesee Alan Turing =eeese Ada Lovelace
Sample (n=234)
Google Suggest AOL MS Marco

(b) Number of KB-contained summary en-

(a) Number of KB-answerable queries over time.
tities over time.

Known Unknowns vs Unknown Unknowns
( FISRERAANR , BERARRIREKnown
Unknowns , FFHEAE FRIERKEIRRER D 2

Unknown Unknowns )

o I [

® Access ® (Cleansing Design Discuss

Rapid develop and deploy vertical KG
products, shorten the time and cost
from design to delivery

[

Requirements analysis &
application design

¢

Experts are involved Inc 1l ic KG ¢
in Schema design

with human intervention

The full life cycle of vertical KG

I End

® Need change

Make use of cross-domain features,
accomplish migration and adaptation
of knowledge graph platform

@

Al We hope to learn from the existing successful
Bank Customers application scenarios of peers

How to transfer knowledge?

®
£ A .
X ] We hope to respond quickly to the frequently respond effectively?
Big Data Department changing requirements
2
E We hope to lead some exploratory attempts by  How to lead the business?
ourselves

Public Security Customers

We hope to construct a customer service robot, but  How to reduce cost?

o0 we are suffering from lack of label corpus and teams
Insurance Customers
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D I S C u SS I O n Symbolic:no;dedgle Graph
B Knowledge Representation:

« Multimodal, Spatial-Temporal, Event, Rules

e W P

)0
&

BEHIR
Textual Knowledge

&
Lavge Scaled KB -

Stove l::bs and Wozniak co-founded Apple in 3976

B How to make reasoning more utility and efficient?
* From shallow to deep reasoning
« Logical entailment + Statistical inference P
« “Equivalence” between neural and symbolic

. representation database
B Human in the loop: | meta pleaming | dKR .
« Justification and tracin =arning deep learnin KNoWer g€  Logic .
9 graph reasoning

. : : : semantic
Explainable and interpretation reinforcement GNN QA search

* Incremental reasoning learning knowledge
recommendation




B Rapid delivery of KG products

Discussion: Software Engineering for Knowledge Graph

Application orchestration: build KG
applications through Assembling
Pre-built: graphs, models, rules
Microservices for high reusability
and extensibility

B KG platform construction

Schema construction tools
Knowledge acquisition software
Knowledge store scheme

A KG Based Cognitive Intelligence Platform

Data integration

Knowledge
query/search

Visual editing

OLAP Behavioral _avyarenessl
prediction

Application
orchestration

capability

Computing Interpretation

Representator

Data access
module

Database

Table

Webpage

Encyclopedias JSON Text
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